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Figure 1: Overview of the proposed motion-based directional cueing system and its evaluation. (A) The wearable prototype in
operation, showing how moving bar stimuli are displayed while leaving foveal vision unaffected. (B) Conceptual illustration of
the neural basis, where peripheral stimuli are designed to directly activate the brain’s motion-selective area (MT/V5) [2, 14]. (C)
Performance summary from the dual-task study, showing our motion-based cues resulted in lower mean Absolute Percentage

Error (APE) compared to conventional arrow-based cues.

Abstract

Directional cues are crucial for environmental interaction. Conven-
tional methods rely on symbolic visual or auditory reminders that
require semantic interpretation, a process that proves challenging
in demanding dual-tasking scenarios. We introduce a novel alterna-
tive for conveying directional cues on wearable displays: directly
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triggering motion perception using monocularly presented periph-
eral stimuli. This approach is designed for low visual interference,
with the goal of reducing the need for gaze-switching and the com-
plex cognitive processing associated with symbols. User studies
demonstrate our method’s potential to robustly convey directional
cues. Compared to a conventional arrow-based technique in a de-
manding dual-task scenario, our motion-based approach resulted
in significantly more accurate interpretation of these directional
cues (p = .008) and showed a trend towards reduced errors on the
concurrent primary task (p = .066).

CCS Concepts

« Human-centered computing — Interaction techniques; Ubiq-
uitous and mobile devices; Empirical studies in HCI.
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1 Introduction

Directional cues are vital for daily interactions. Current methods
often rely on visual symbols (e.g., arrows [3, 8, 23, 35, 44, 45]) or
language-based auditory signals that involve explicit semantic in-
terpretation prior to action. Although effective in many situations,
this cognitive processing step, which Licklider highlighted as time
spent ‘getting into a position to think’ [29], can make such ap-
proaches error-prone and distracting, particularly in dual-tasking
scenarios. This paper explores an alternative designed to mitigate
these challenges. In accordance with principles of Calm Technology
[57] and effective wearable computing [50], interfaces should offer
information in a subtle way, integrate seamlessly, and minimize
cognitive load [12], which motivates of exploring of new cueing
paradigms.

Previous explorations of peripheral cues on head-worn displays
[18, 34, 35] have often faced challenges with visual intrusiveness,
field-of-view obstruction, and maintaining efficacy under cogni-
tive stress; for example, luminous elements can be distracting
[27, 38], and interpreting peripheral symbols can add cognitive
load [37]. More recent advancements in Optical See-Through Head-
Mounted Display (OHMD) interfaces focus on utilizing paracentral
[9, 24] and near-peripheral vision [10, 12] to present secondary
information—such as progress updates [24] or interactive menus
[9, 41]—with greater subtlety and reduced distraction from primary
tasks [22, 32]. While these contemporary approaches effectively re-
duce gaze shifts and acknowledge the limitations of far-peripheral
vision for detailed symbolic interpretation [46, 51], they still fun-
damentally rely on the wearer perceiving and interpreting visual
forms (e.g., text, icons, graphical shapes [28]). This symbolic pro-
cessing can be challenging under high cognitive load or when rapid
reactions are paramount. The conveyance of basic directional cues
through such methods often retains this layer of symbolic under-
standing, a specific challenge our work aims to address.

This study introduces a novel method for conveying directional
cues: directly triggering motion perception via monocularly pre-
sented stimuli. This approach aims to provide cues with low visual
interference by design, potentially allowing the non-stimulated eye
an unobstructed view of the environment. We hypothesize that
this method will enable more direct, robust directional cue deliv-
ery, bypassing the necessity of gaze-switching, cognitive capture
for symbolic understanding, and sophisticated optical design, par-
ticularly in dual-task situations. Our research contributes by: (1)
introducing a novel approach for conveying directional cues that
directly triggers motion perception via a monocular display; (2)
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characterizing the perceptual experience (e.g., accuracy, subjective
comfort) of these monocular motion stimuli under various physical
parameters (14 participants); and (3) investigating the potential for
supporting visual dual-tasking by leveraging distinct information
processing channels (10 participants).

2 Related Works

Our approach is grounded in principles of human visual processing
and aims to address persistent challenges in designing intuitive
cues for head-worn displays.

2.1 Leveraging Visual Perception for
Directional Cues

The human visual system has specialized mechanisms for motion
perception, with directionally selective cells in areas such as the
visual cortex (V1) and the middle temporal area (MT/V5) crucial to
interpreting movement [2, 31, 36, 54, 55]. Motion perception can be
used to convey directional information. Furthermore, foveal vision
excels at detailed tasks, while peripheral vision is highly attuned
to motion and can process information with less focused attention
[6, 46, 51]. Peripheral pathways are suitable for unobtrusive sec-
ondary cues. Our system utilizes monocular presentation, allowing
the contralateral eye an unobstructed view of the environment. This
setup was used to characterize the stimulus’s perceptual qualities
(User Study 1), and the role of binocular mechanisms like summa-
tion or rivalry in the overall perceptual experience remains an area
for deeper investigation [7, 40].

2.2 Directional Cues and Information
Presentation on OHMDs

Conveying information effectively on Optical See-Through Head-
Mounted Displays (OHMDs) without overwhelming the user or
disrupting primary tasks is a significant HCI challenge. Much re-
search has focused on presenting secondary information, such as
notifications or system status, often exploring paracentral and near-
peripheral visual fields to minimize distraction from a central task
(e.g., social interaction or IoT control) [9, 24]. These systems employ
various visual forms, such as progress bars or interactive menus
with icons and text.

Prior work on computational eyewear has also explored periph-
eral LEDs or abstract visual patterns for notifications and cues
[12, 38, 41, 47, 52]. While these aim for subtlety, they often still rely
on the user learning and interpreting a symbolic mapping (e.g., a
specific light pattern means ‘turn left’) or processing static visual
forms. Specific attempts at directional cues on HMDs have included
arrow-based symbols or other visual indicators [15, 30]. However,
these approaches can suffer from issues like gaze shifting [56], cog-
nitive overhead for symbol interpretation, or visual intrusiveness,
especially under cognitive load [53]. The challenge of dual-tasking
with visual displays is well-documented, often leading to perfor-
mance degradation due to attention capture and the serial nature
of focused visual processing [4, 16, 17].

Our work differs by focusing specifically on conveying direc-
tional cues (up, down, left, right) by directly engaging motion per-
ception pathways, with the intention of reducing the cognitive
steps required for the interpretation of symbols.
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Figure 2: Stimulus design targeting peripheral photoreceptor
distribution. (A) Density of cones (foveal, high acuity) and
rods (peripheral, motion-sensitive) across the retina, adapted
from Osterberg [39]. (B) Our stimulus pattern targets the
rod-dense periphery for motion cues while the foveal region
remains unobscured for primary visual tasks. (C) Examples
of the stimulus pattern appearance at the five different phys-
ical contrast levels evaluated in User Study 1.

3 System Design: A Wearable Modality for
Motion-Based Cues

Building on perceptual principles (Section 2), we designed and im-
plemented a lightweight, head-worn eyewear system [50] to deliver
directional cues. The system aims to provide gaze-independent,
non-symbolic information by directly triggering motion percep-
tion, thereby aiming to minimize the reliance on semantic inter-
pretation or dedicated foveal attention. Our approach leverages
the distinct characteristics of foveal and peripheral vision [24, 25]
and uses a monocular display to present stimuli whose perceptual
qualities (e.g., noticeability, comfort in various physical contrast set-
tings) were characterized (User Study 1). Conceptually, our method
involves three key aspects: (1) Activating Motion Perception
Directly: Triggering directional motion using specifically designed
moving patterns presented peripherally to stimulate directionally
selective pathways (Section 2). (2) Minimizing Visual Interfer-
ence: Perceptually managing visual interference by presenting
the stimulus to one eye and allowing the contralateral eye an un-
obstructed view of the environment (elaborated in Section 3.1),
characterized in User Study 1. (3) Separating Visual Tasks: En-
abling foveal vision to remain focused on a primary task while
peripheral vision processes directional cues.

3.1 Stimulus Design for Triggering Motion
Perception

Instead of conventional symbols, our modality relies on specifically
designed moving patterns presented peripherally to evoke a percep-
tion of motion in the intended direction (examples in Figure 3B).
Pattern Choice and Rationale. We use high-contrast, low spa-
tial frequency horizontal or vertical bars moving across the display
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A. Hardware Design o

Figure 3: Wearable prototype and stimulus visualization. (A)
Hardware design, detailing the 3D-printed frame, transpar-
ent Liquid Crystal Display (LCD) integrated into the right
lens holder, ESP32-C3 microcontroller, LiPo battery, and Wi-
Fi antenna. (B) Representative frames illustrating the moving
bar patterns displayed on the transparent LCD to convey the
four cardinal directional cues.

(Figure 2 and 3B). This choice is intended to effectively stimulate di-
rectionally selective neurons (e.g., in retinal Directionally Selective
Ganglion Cells (DSGCs) and cortical area MT/V5) [5, 31], a choice
intended to engage motion-sensitive pathways and thus potentially
require less semantic interpretation than traditional symbols. This
leverages peripheral vision’s superior motion detection capabilities
compared to foveal vision [51] and has the potential for parallel
processing without significantly disrupting foveal tasks [19, 24].

Peripheral Targeting & Foveal Sparing. The stimuli are de-
signed to primarily engage the peripheral visual field while pre-
serving foveal vision. This approach is informed by the distinct
functions and photoreceptor distributions across the retina (Fig-
ure 2), targeting the high density of motion-sensitive rods in the
periphery [42]. The fovea, crucial for high-acuity tasks, remains un-
obstructed by a software-defined transparent central aperture, cor-
responding to a 20-pixel radius in display settings (found through
experimentation). This adheres to the principles of assigning tasks
to appropriate visual channels to support dual-tasking [16, 26].

Stimulus Parameters. We refined key parameters iteratively
through pilot tests involving five individuals to balance motion
perception intensity and visual comfort: Contrast: High contrast
(black bars on a transparent background) is used to maximize the
motion signal. Speed: A speed of 3 pixels per frame was found
to reliably trigger motion perception without being reported as
too distracting or too slow to be missed. Spatial Frequency & Bar
Spacing: Bars are 20 pixels wide/high, with a spacing of 8 pixels
between bars (see Figure 3B for the pattern design). This spacing
was determined after multiple iterations to ensure sufficient signal
intensity.

Monocular Presentation: The stimulus is presented to only
one eye. This design choice simplifies the prototype and ensures the
contralateral eye maintains an unobstructed view of the real-world
scene. This setup enables the characterization of the monocular
stimulus’s perceptual qualities across different physical contrast
levels, as demonstrated in User Study 1. Future work could investi-
gate how specific binocular phenomena—such as summation and
rivalry—contribute to these perceptual effects [1, 7].
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Figure 4: User Study 1 experimental environment. Partic-
ipants faced a height-adjusted central fixation cross on a
white background (approx. 40cm distance) while wearing the
prototype.

3.2 Wearable Prototype Implementation

To demonstrate and evaluate this interaction modality, we devel-
oped a wireless, lightweight monocle prototype (Figure 3A).

Hardware Components. A single circular transparent mono-
chrome LCD (gy128128, 1.6-inch diameter, 128x128 resolution, 20g
total weight including custom printed circuit board) is mounted in
the right lens holder of a custom 3D-printed resin glasses frame (in-
terpupillary distance approx. 63mm). An ESP32-C3 microcontroller
drives the display and handles wireless communication, powered
by a 3.7V 140mAh LiPo battery for mobility.

Ergonomics and Optics. The transparent LCD allows users to
see through the display. It is positioned close to the eyeball (approx-
imately 10 mm, adjustable via nose pads/temples). This proximity
forces/encourages users to look through the display at their envi-
ronment rather than focusing on the display surface itself, aligning
with peripheral stimulation goals and leveraging the human visual
system’s difficulty on focusing on very near objects [13, 36, 58, 59].
This design refers to suggestions that placing cues in locations con-
sistently within the user’s peripheral field of view leads to faster
reactions [21]. Although ocular dominance can influence visual
tasks [11, 43], we did not examine its effects in this study, which
focuses on single-eye presentation. Dominance advantages are not
significant consistently across all contexts [20, 33]; however, it is a
good area for future work here.

4 User Study 1: Accuracy of Directional
Perception in a Controlled Environment

Study 1 assesses the baseline accuracy of perceiving directions (Up,
Down, Left, Right) using the proposed modality under controlled
laboratory conditions with varying stimulus contrast levels.
Fourteen participants (9 female, 5 male, aged 23 to 33, mean 25.9,
SD 3.4) participated in the study. They stood facing a white back-
ground with a central fixation cross (similar to Figure 4). Calibration
involved adjusting the prototype’s nose pads and temples for a se-
cure fit, then aligning the display’s central transparent aperture
with the participant’s line of sight to the fixation cross. Wearing the
calibrated prototype, participants experienced moving bar patterns
corresponding to the four cardinal directions, presented twice each
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User Study 1: Perceived Contrast and Difficulty vs. Hardware Contrast Level (N=14)
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Figure 5: User Study 1: Subjective ratings vs. physical contrast
(N=14). Box plots show perceived contrast (blue) and difficulty
(orange) across five contrast levels, with medians shown as
thick black lines. Lines connecting the means illustrate that
as hardware contrast increases, perceived contrast increases
and perceived difficulty decreases.

User Study 1: Directional Cue Accuracy by Contrast Level

M __ *

Contrast Level
3
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Moving Direction

Figure 6: Accuracy of directional cue perception in User Study
1(N=14) across five contrast levels and four motion directions.
Cells are annotated with the mean accuracy percentage for
each condition. Accuracy was 100% in most cases, with a
notable decrease for horizontal motion at the lowest contrast
level.

in random order for each of the five contrast levels. Participants
indicated the perceived direction (e.g., via hand gestures or verbal
report), and the experimenter recorded the accuracy. To assess the
impact of the hardware contrast setting on participants’ subjective
experience during this accuracy task, we also analyzed perceived
contrast and difficulty ratings collected after each block. Partici-
pants were required to rate the perceived contrast and the perceived
difficulty level in distinguishing the directional cues.

4.1 User Study 1: Result

Accuracy. The modality demonstrated high accuracy in this con-
trolled setting. Accuracy reached 100% for levels 2-5 (Figure 6).
At contrast level 1, accuracy remained high for vertical motion
(Up/Down: 100%) but was slightly lower for horizontal motion
(Left: 79%, Right: 64%).

Subjective Ratings. A Kruskal-Wallis H test was chosen asitis a
non-parametric method suitable for ordinal rating data that may not
meet the normality assumptions required for a parametric ANOVA.
The test revealed a statistically significant effect of hardware con-
trast level on perceived contrast ratings (H(4) = 40.63,p < .0001).
Post-hoc comparisons using the Dunn-Bonferroni test showed that
perceived contrast for Level 1 was significantly lower than for Lev-
els 3, 4,and 5 (all p < .01). Similarly, a statistically significant effect
was found for perceived difficulty ratings (H(4) = 44.33, p < .0001).
Post-hoc analysis confirmed that perceived difficulty for Level 1
was significantly higher than for Levels 3, 4, and 5 (all p < .001),
consistent with the accuracy results (Figure 5).
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Figure 7: User Study 2 dual-task experimental setup. (A) Par-
ticipant view of the primary task: a projected video for the
Selective Attention Test. (B) Diagram illustrating the setup:
participant using one of the “Testing Devices” (either our
prototype or the Tooz DevKit) and a keyboard for responses,
while viewing the video projected by an ultra-short throw
projector. (C) The Tooz DevKit used for displaying the arrow-
based cues. (D) Visual examples of the directional arrow cues
(up, down, left, right) as displayed by the Tooz DevKit during
the arrow-based condition.

4.2 User Study 1: Discussion

The high accuracy achieved in this study establishes the funda-
mental feasibility of conveying directional cues using our proposed
modality in a controlled setting. Performance remained remark-
ably robust even at low contrast levels. User Study 1 characterized
the relationship between physical stimulus contrast and partici-
pants’ subjective ratings of perceived contrast and difficulty under
the monocular presentation setup. The post-hoc analysis of these
ratings pinpointed a clear perceptual threshold, with the lowest
contrast setting being rated as significantly more difficult and less
clear than the higher settings. This result aligns with the known
sensitivity of peripheral vision to motion [18] and the potential for
direct activation of directionally selective pathways [49, 54], allow-
ing effective perception even with subtle or low-salience stimuli.
Participant feedback frequently mentioned “feeling” the direction
without necessarily seeing the pattern clearly, further supporting
the possibility of perception occurring without focused attention
or detailed visual recognition.

The slightly lower accuracy for horizontal motion compared
to vertical motion at the lowest contrast level is noted and may
warrant further investigation regarding potential anisotropies in
peripheral motion perception for this specific stimulus type. This
performance drop corresponds directly with the subjective ratings,
where participants found this lowest contrast level significantly
more difficult to interpret. Overall, however, the results demon-
strate the potential of this approach to provide accurate directional
information under baseline conditions.

5 User Study 2: Evaluating Cues in a Dual-Task
Scenario

To assess performance under cognitive load, this study compared

our motion-based directional cues with a conventional arrow-based

approach during a demanding dual-task. This experiment addresses

concerns about visual notification efficacy in realistic contexts [12]
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Figure 8: User Study 2: Comparison of Absolute Percentage
Error (APE) for the primary task (Pass Counting, left) and sec-
ondary task (Directional Answers, right) between our Motion-
Based Cues and conventional Arrow-Based Cues. Lower APE
indicates better performance. Boxes show interquartile range
(IQR), and whiskers extend to 1.5x IQR.

and explores the use of peripheral vision for secondary informa-
tion [19, 24], contrasting direct motion perception with symbolic
comprehension.

Participants and Apparatus: Ten participants (6 female, 4 male,
aged 23-35, M=26.8, SD=3.9) from User Study 1 continued in this
within-subject study. For the arrow-based condition, we used a
Tooz DevKit to display white (RGB: 255,255,255) arrow symbols
(up, down, left, right), designed in a style common to AR/VR/HUD
systems (see Figure 7D). For our motion-based approach, stimuli
were presented at contrast level 4, based on User Study 1 findings
balancing efficacy and comfort.

Task and Procedure: Participants performed a modified Selec-
tive Attention Test (a variant of the “Invisible Gorilla” experiment
[48]) as the primary cognitive load task. They counted basketball
passes made by a team in black in a 53-second video, projected onto
a whiteboard (due to our prototype’s polarized LCD).

Concurrently, participants received directional cues (either from
our prototype or the Tooz DevKit arrows) and responded by press-
ing corresponding arrow keys on a wired keyboard. The devices and
the presentation order of the cueing methods were counterbalanced.
Figure 7 illustrates the experimental environment.

5.1 User Study 2: Results

Table 1 and Figure 8 detail the performance comparison.

Primary Task (Pass Counting) Performance: Our motion-based
approach led to a lower mean Absolute Percentage Error (APE) in
the primary pass-counting task. The mean APE for pass counting
was 8.8% with our method, compared to 20.8% for the arrow-based
approach (Figure 8, left). The arrow-based method also resulted in
more instances of significant overestimation (e.g., P1, P6, P10 in
Table 1). To account for the small sample size and potential non-
normality of the data, we used the Wilcoxon signed-rank test. The
difference in APE between the motion-based cues (Mdn = 8.0%) and
arrow-based cues (Mdn = 16.0%) was not statistically significant
(W =6.5,p = .066).

Secondary Task (Directional Cue) Accuracy: Our motion-based
approach yielded significantly higher accuracy in responding to
directional cues. The mean APE for directional answers was 6.25%
with our method, versus 20% for the arrow-based approach (Figure
8, right). A Wilcoxon signed-rank test confirmed that the APE for
directional answers was significantly lower with our motion-based
approach (Mdn = 0.0%) compared to the arrow-based method (Mdn
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P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Arrow-based method Pass Counting 135/25 23/25 | 22/25 | 20/25 | 23/25 | 140/25 19/25 18/25 | 24/25 126/25
in OST AR glass Directional Answers | A7(2)/8 6/8 7/8 3/8 5/8 6/8 6/8 5/8 3/8 8/8
Our Approach Pass Counting 23/25 25/25 | 22/25 | 25/25 | 24/25 22/25 17/25 22/25 | 23/25 25/25
Directional Answers 8/8 8/8 8/8 5/8 8/8 8/8 «6(1)/8 8/8 7/8 «8(1)/8

Table 1: User Study 2: Performance comparison between our approach and an arrow-based method using an OST-AR glass
(Tooz). The ‘Arrow-based method’ and ‘Our Approach’ are arranged sequentially in the table for comparison purposes only and
do not imply the order in which the methods were tested. The order was counterbalanced during the test to control for order
effects. Note: (!) indicates that the answer exceeds the correct answer (25). (2) denotes incorrect responses; e.g., “A7(2)/8” means
the participant pressed the arrow key 9 times, with 7 correct responses and 2 incorrect responses. (+) indicates a false positive,
where a participant responded to a stimulus that was not actually present. These infrequent events were only observed to occur

immediately following a real “left” or “right” stimulus.

=25.0%) (W = 0.0, p = .008). With our method, most participants
achieved perfect or near-perfect scores. Some misinterpretations
and extra key presses were noted with the arrow-based method.
A few instances of perceiving non-existent motion were recorded
with our approach (Table 1, asterisks).

Participant Insights: Post-task interviews revealed that arrows
often diverted attention from the primary task. One participant
noted, “whenever the arrows suddenly appeared, my attention was
instantly diverted... I would add a few counts to account for what
I believed I might have missed” Another “ mistakenly counted the
arrows as passes.” For our method, occasional opposite-direction
responses for horizontal movements were reported.

5.2 User Study 2: Discussion

The results from User Study 2 indicate that our motion-perception-
based cues were interpreted significantly more accurately than
conventional arrow symbols in this dual-task scenario. Furthermore,
while the reduction in error for the primary cognitive task (pass
counting) did not achieve statistical significance (p = .066), the
mean performance was notably better with our motion-based cues
(mean APE: 8.8% vs. 20.8%; median APE: 8.0% vs. 16.0%). This trend
suggests that our approach may interfere less with a cognitively
demanding primary task.

The lower mean APE in pass counting with our approach sug-
gests a trend towards reduced cognitive load compared to the arrow-
based method. Participants reported the arrow-based method as
more disruptive, leading to attentional switching and errors in the
primary task. The arrow-based method’s higher APE variability
also indicates less consistent performance across users.

The statistically significant superior accuracy in identifying di-
rections with our method (p = .008) strongly supports its potential
for effective cueing during concurrent visual tasks. The poorer
performance of the arrow-based approach is likely attributable
to the need for foveal attention and gaze shifts to resolve arrow-
heads, especially when not directly fixated, causing them to appear
visually similar and leading to missed primary task events. In con-
trast, our design, which preserves unaffected foveal vision and uses
specifically designed monocular stimuli, likely contributed to its
robust performance in the secondary task and the observed trend
of improved primary task performance. The reported instances of
perceiving non-existent motion with our approach, though infre-
quent, highlight the need for future work on optimizing stimulus

27

parameters or implementing context-aware activation to minimize
such perceptual artifacts.

6 General Discussion and Conclusion

Our findings demonstrate that directly triggering motion percep-
tion via monocularly presented peripheral stimuli is a viable and
effective method for conveying directional cues. User Study 1 estab-
lished the high accuracy of this approach across various physical
contrast levels and characterized the perceptual experience of these
novel cues. Crucially, our dual-task study revealed that our method
led to significantly more accurate cue interpretation while also
showing a strong trend towards reducing errors on the primary
task. This result suggests a promising potential for reducing overall
cognitive burden compared to traditional symbolic cues.

The significantly improved accuracy in cue interpretation and
the trend towards reduced primary task interference with our
symbol-free, motion-based approach have implications for the de-
sign of future wearable interfaces, particularly where minimizing
cognitive load associated with cue processing and reducing gaze
shifts is paramount (e.g., navigation, assistive technologies, high-
workload environments). It suggests a promising alternative to
traditional symbolic cues on OHMDs. However, our exploration
has limitations. The current prototype was tested in controlled set-
tings with specific stimuli; real-world environmental factors and
a wider range of user characteristics (e.g., varying sensitivities to
motion) warrant further investigation. The occasional perception
of non-existent motion in User Study 2, though infrequent, also
points to the need for refining stimulus parameters or exploring
context-aware activation.

Future work should explore a broader design space for motion
stimuli, investigate adaptation effects over longer-term use, and
test the approach in more ecologically valid scenarios. Different
input modalities for acknowledging cues could also be explored. In
conclusion, this research provides compelling evidence for a novel,
perception-driven method for conveying directional information
on wearable displays, offering a pathway towards more intuitive
and less cognitively demanding human-computer interaction.
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