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Figure 1. MetaArms allows expanding the number of upper limbs by remapping the user’s legs to new artificial limbs: A) Users can experience four
fully-independent arms that can facilitate tasks difficult to be achieved without an extra pair of hands; B) User’s attention is directed towards the new
arms rather than the operating limbs (i.e. legs); and C) The artificial limbs can be customized to perform new functions.

ABSTRACT
We introduce MetaArms, wearable anthropomorphic robotic
arms and hands with six degrees of freedom operated by the
user’s legs and feet. Our overall research goal is to re-imagine
what our bodies can do with the aid of wearable robotics us-
ing a body-remapping approach. To this end, we present an
initial exploratory case study. MetaArms’ two robotic arms
are controlled by the user’s feet motion, and the robotic hands
can grip objects according to the user’s toes bending. Haptic
feedback is also presented on the user’s feet that correlate with
the touched objects on the robotic hands, creating a closed-
loop system. We present formal and informal evaluations of
the system, the former using a 2D pointing task according to
Fitts’ Law. The overall throughput for 12 users of the system
is reported as 1.01 bits/s (std 0.39). We also present informal
feedback from over 230 users. We find that MetaArms demon-
strate the feasibility of body-remapping approach in designing
robotic limbs that may help us re-imagine what the human
body could do.

CCS Concepts
•Human-centered computing→ Interaction devices;
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INTRODUCTION
The human body is inherently constrained by its physical struc-
ture that imposes some limits on the functions the body can
perform. Such physical structure is reflected in the mental
model of our body (i.e. body schema) that can be temporarily
changed by using tools and devices [16, 26, 3], while en-
hancing our body functions beyond the inherent limits. Both
wearable computing and wearable robotics have been exper-
imenting with ways to go beyond such human limits with
different emphases.

Today’s wearable computing devices are mostly statically
worn on a particular body part with relatively conservative
input and output modalities (e.g. visual, audio, and limited
haptics). Wearable robotics, on the other hand, has largely
focused on assistive or rehabilitative functions, such as an ex-
oskeleton that helps a user lift heavy items [47] or specialized
robotic limbs that support humans in performing specific tasks
[31, 30]. In both areas, however, the ease and intuitiveness
of system operation and subjective sense of embodiment re-
main a challenge. In our research, we endeavor to expand on
such “wearable” technology to try and create a system that
feels more like an integral part of our body and augments our
human capabilities, moving from human-computer interaction
towards human-computer integration.

Towards this end, we adopt a “body-remapping” approach.
This is in part inspired by the neurology research that shows
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we can transfer learned motor skills between different body
parts [37]. We present a system that demonstrates how technol-
ogy can be used to remap parts of our body with relative ease
to provide not simply augmenting functions but also create a
room for re-imagining how we may use our body. We present
a first exploratory case study in which we propose mapping the
movements of the lower limbs to the upper limbs. MetaArms
are additional anthropomorphic robotic arms worn on the back
and controlled by the user’s foot motion. Figure 1 shows
an overview of the proposed system and how these arms are
operated in coordination with the user’s leg and foot motion.
Further details of the proposed interaction are discussed in the
Approach section.

This work’s main contribution is the introduction of a new
approach to robotic limbs research that remaps lower limbs
onto the artificial arms/hands, using feet both for motion input
and feedback output. We have conducted a preliminary testing
of the interaction’s validity, using a 2D pointing task following
Fitts’ Law (ISO 9241-9), as well as through informal observa-
tion of more than 230 users as they tried out the system at three
different events. In the Fitts’ Law test, the system achieved a
mean throughput of 1.01bits/s (std 0.39) among 12 users.

RELATED WORKS
Our work draws from and is inspired by a diverse research
corpus. In this section, we focus on these most relevant areas:
augmented limbs (both for substitution and expansion) and
feet interactions in HCI.

Augmented Limbs
Robotic limb research has, for a large part, focused on the
prosthesis or industrial applications to increase strength or
similar human parameters [17, 9, 20, 6]. There is a large body
of studies that covers augmented arms, hands, and fingers, and
among them are some notable studies on enhancing human
capability by adding extra limbs to the human body. Stelarc’s
Third Hand [18, 38] was one of the earliest art performances
that investigated the effect of adding a third hand to augment
bodily functions. The hand was controlled by a set of elec-
tromyography (EMG) sensors attached to his body, requiring
him years of training to adapt using the hand effectively [8].

More recently, Parietti et al. proposed Supernumerary Robotic
Limbs (SRL): wearable robotic arms that supported the user in
performing specific tasks, such as machine assembly [31, 30].
Non-actuated robotic arms were installed on the user’s hip and
assisted the user by holding objects or fixing the user’s posture.
In another example of robotic arms worn on the body, Bonilla
and Asada presented a design concept of augmented arms on
the shoulders [4]. Vatsal et al. proposed another wearable limb
with a twist, implementing an additional hand attached to the
forearm [41].

There are some notable works that explored the possibility of
adding extra fingers as well. Prattichizzo et al. proposed The
Sixth-Finger, a modular robotic sixth finger to increase hand
dexterity and to augment gripping [32]. In a similar vein, Wu
and Asada [43, 44] offered Supernumerary Robotic Fingers
(SR Fingers), adding two robotic fingers to support tasks that
usually require two hands. In addition to the wide body of

research on robotic limbs specialized for predetermined tasks,
there are also more exploratory works that provide modular
robotic platforms to build customizable robotic limbs. Leigh et
al. introduced a system of programmable robotic fingers that
could provide synergistic interaction through programmable
joints [21, 22].

Sasaki et al. provided a similar setup, though their original
work was merely conceptual and did not provide an evaluation
of their system (neither technical, qualitative nor quantita-
tive) [34].

We believe our work provides a useful and hopefully thought-
provoking addition to the wearable robotic limbs research
with our focus on “remapping” limbs, which can offer not
only possible substitution and augmentation functions but also
could create an exploratory space for re-imagining what the
human body can do.

Feet Interaction in HCI
There are many traditional studies that use hands for input
in HCI to manipulate virtual objects or control the motion of
robots with a glove device, etc. [39]. In contrast, there are
fewer approaches that use feet for input.

Velloso et al. provide a good summary of interactions with
feet [42]. Previous work in feet interaction mainly used con-
ventional pedals to control graphical user interfaces (GUI), but
it has more recently expanded to include physical applications
such as walking detection or dance performance feedback [12,
36, 45, 7, 11, 29]. In feet interaction research, sensing tech-
niques for detecting foot conditions, acceleration, bending,
and pressure are commonly employed. These works have
mainly focused on detecting the motion of the foot, and toe
movements or bending have not been typically considered.

As for feedback, tactile stimulation to the feet has been already
employed, but for relatively limited kind of feedbacks, mainly
focused either on notification scenarios or on simulating a
walking effect [33, 35]. In order to create a closed-loop inter-
action between the feet and the user, feedback is necessary to
be actively and passively perceived by the user. As the rubber
hand illusion [5, 1] shows, coupling haptic feedback with vi-
sual feedback can induce a strong sense of ownership toward
the artificial hand, which could contribute to more intuitive
control.

To our knowledge, no study has been conducted to evaluate the
effectiveness of feet control for manipulating a tightly coupled
robotic arms system with haptic feedback applied to the feet.

APPROACH
As seen in the previous section, there are already well-
established research paradigms for augmenting the human
body using external limbs that explore a variety of methods to
control the additional limbs. We believe our approach offers
a new perspective to the robotic limbs research by focusing
on body remapping. MetaArms remap the user’s foot-and-toe
movements on the robotic arms and hands, and this approach
has a few advantages. Chief among them is the relative ease
of mastering control of the robotic arms. Although the idea of
using the lower limbs to perform the functions of the upper
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Figure 2. MetaArms design approach: a closely situated anthropomorphic arms system driven by leg and feet motion, with haptic feedback loop.

limbs may not seem "easy" at first, we believe it can potentially
allow for more intuitive control, compared to other modalities
such as eye gaze and EMG signals. In fact, Spampinato et
al. showed that it is possible to transfer motor skills between
hand and legs [37]. MetaArms is an attempt to apply the
concept of motor-skills transfer to robotic limbs. We found the
following design considerations necessary in our first design
of the exploratory MetaArms prototype. Figure 2 shows an
overview of the designed approach, postural mapping, and
feedback loop.

Direct Manipulation
The first design consideration is to give the user control of
two additional independent arms/hands for interactions. We
considered and prototyped different interaction modalities,
ranging from electroencephalography (EEG), eye gaze, and
EMG to game controller input. However, each came with
substantial limitations (user-dependent training, noise issues,
etc.). In addition, we did not want to hinder free movement of
the user’s own hands, as our aim was not just to substitute the
human arms/hands but to extend their capabilities by giving the
user additional arms. Therefore, we chose to map the robotic
arm/hand movements directly with the leg/toe movements of
the user. In addition to legs being the closest extremities to
arms in terms of degrees of freedom and reach, there is an
added benefit for mastering control as we are already familiar
with how to use our feet in 3D space.

Close Proximity to The Body
In addition to body schema, our brain also keeps a representa-
tion of anything in close proximity, or in peripersonal space.
Although this space and its encoding are not well understood,
research suggests that the boundaries between the peripersonal
space and our body schema are fluid [15]. Proximity to the
body seems key to having a sense that something is (or is
almost) part of one’s body. Taking this into consideration, we
wanted to place the robotic arms as close to the user’s own
arms as possible without interfering with them in order to
provide the user an egocentric point of view when using the
robotic arms, as well as to make it easier for the user to have a
sense that the artificial arms are part of his body.

The above consideration led us to decide on a wearable solu-
tion: a backpack with the two anthropomorphic arms to be
mounted on the user’s back.

Feedback Loop
For robotic body extensions, it is not only tracking and trans-
lation of motion that are essential. Creating some sort of
feedback loop is also crucial, even if it is fairly limited [14].
For our first prototype, we decided on providing force feed-
back for gripping and touching on the soles of the feet in the
hope that this would contribute to the ease and intuitiveness of
control.

In addition to these design considerations, we also believe in
making our system prototype as accessible as possible so that
everybody can experiment with body remapping. Therefore
we provide detailed information about the current prototype
implementation in this paper and will work towards an open-
sourced platform for MetaArms and similar systems.

METAARMS PROTOTYPE
In this section, we describe our exploratory prototype imple-
mentation of MetaArms based on the design considerations
presented above. Our prototype consists of three basic com-
ponents: a mobile backpack equipped with two robotic arms,
feet tracking devices, and a control software.

Robotic Limbs Backpack
The backpack includes two robotic limbs (arm/hands manip-
ulators), control boards, and a 12V battery. The purpose of
making the system as a backpack is to maintain the relation-
ship between body motion on the torso and the arms, so that
both are in the same frame. Such design would help maintain
consistent coordination and thus consistent operation.

The total weight of the system is about 9 kg, and the dimen-
sions excluding the robotic limbs are shown in Figure 3 . An
external PC is used for controlling the system and calculating
the coordination of the joints.

Robotic Arms
The arms of this prototype are designed in human scale with
6 degrees of freedom (DoF) to perform free spatial manipu-
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Figure 3. Schematic design of the prototyped backpack arms system.

lations. The end effectors of the arms are designed to accept
different types of manipulators (e.g. hand, pointer, tool, etc.),
thus allowing for modular design. Figure 3 provides the
schematic design of the developed arms, along with the joint
placements and the link dimensions.

For driving the arms, servo motors (model Kondo Kagaku
B3M-SC-1070-A and B3M-SC-1170-A) were used for the six
joints on each arm. The first two joints (J1, J2) are driven using
twin motors since these joints would require the highest torque.
The rest of the joints (J3-J6) are driven by single motors.

Robotic Hand & Manipulators
On the tip of the robotic arms, where hands would be on hu-
man arms, we can attach various manipulators (e.g. robotic
hands or more specialized tools). Since our primary focus
was on remapping limbs rather than on specific task perfor-
mance, we first opted for functional robotic hands that can grip
and provide tactile feedback. We chose to implement robotic
hands based on an open-source artificial prosthetic limb (Exiii
HACKberry1), a human scale hand with five fingers operated
by 3 DoF. We modified the design to add touch sensors for
haptic feedback. A pressure sensor (Interlink Electronics FSR
400, FSR 402) is attached to each thumb cushion and palm.
These sensors detect the pressure levels when touching an
object that are reflected in the feedback.

Foot Tracking & Feedback
We developed a wearable device unit shown in Figure 4 to
track the foot position/rotation and the toe posture of the user
as well as to provide force feedback to the sole.

The position and rotation of the foot are tracked using an
optical-based motion tracking system, HTC VIVE. The track-
ing unit is attached to the top of the device, providing an
absolute measurement of foot postures. We initially inves-
tigated the use of IMU-based tracking, but due to tracking
latency, accumulated error, and drifting of the measurements,
we decided on optical-based sensing for reliable operation.

1http://exiii-hackberry.com

Figure 4. Overview of foot tracking and feedback device.

Figure 5. Mechanical time lag and limits between each of user’s motion
and the corresponding robot limb’s motion for each of the three axes
(X,Y,Z).

The toes are used to drive the end-effectors, and we employ
resistance-based bending sensors to detect toe postures (Spec-
tra Symbol Flex Sensor 2.2"). The tip of the sensor is attached
on the upper part of the toes on a sock, and the root of the
sensor is connected with the device unit on the arch of the feet.
Based on the posture of the toes, the sensor bends accordingly.
We deployed an initial calibration to detect the minimum and
maximum bending levels of the user’s toes.

Force feedback to the sole is provided by a motor-driven belt
mechanism [28]. Two motors are placed inside of the device
unit (MAXON DC 134849, 0.75 W). A belt is wrapped around
the user’s foot, and each of the belt’s ends is attached to the
motor shaft. The user can feel force feedback on the sole of
their foot as the belt grips on the foot according to the pressure
value reported by the associated robotic hand’s touch sensors.

Technical Analysis
The system’s mechanical design was evaluated by measuring
the mechanical latency during an arbitrary operation. Using
an optical tracking system (HTC VIVE trackers), the motion
of the user and that of the corresponding robotic end effector
were captured. Figure 5 shows the motion signals for each of
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the three axes (X, Y, Z) for both the user and the robot. The
mechanical time lag was measured through cross-correlation
between the control position (User), and the measured position
(Robot). Mechanical motion limits and time-lag results are
reported in Table 1 .

Motion Limit(mm) Time Lag(ms)Axis Min Max Mean STD
X -281 325 195 40
Y -250 250 375 400
Z -163 180 140 62.5

Table 1. Mechanical evaluation of the system.

As is shown, Y Axis suffered the highest time lag, which
suggests an effect by gravitational force.

ONE ARM POINTING TASK EVALUATION
To evaluate the performance of our system and get some in-
sights into potential learning, fatigue and embodiment effects,
we conducted a two-directional Fitts’ Law study according
to ISO 9241-9 [40, 19]. The tests were conducted with one
robotic arm, as most of the participants were not accustomed
to manipulating the system.

Apparatus
Fitts’ Law [10, 25] states that the index of difficulty (ID) is
influenced by the distance from the center point to any of the
targets and the width of the said targets:

ID = log2(
A
W

+1) (1)

A is the amplitude, or distance where W is the width of target
in unity units. The targets in this experiment were modeled as
white circles on a 2D screen. At the start of the experiment,
one of the targets is rendered red and the participant is asked
to touch it with the robotic arm/hand. Then another target,
located on the opposite of the previously selected target, turns
red, until each of the targets are activated. The session ends
when the latest activated circle comes back to the first position.
During the experiment, we also recorded the movement time
(MT ) of the whole trial for each input. At the beginning of
each trial round (i.e. when a new circle turned red), the posi-
tion of the robot arm was reset to face the center of the screen.
At the point of selection, we also measured the standard devi-
ation (SD) for over-shoots and under-shoots from the center
of the target circle. We used the SD values to calculate the
effective width (We) shown below:

We = 4.133∗SD (2)

This allows us to compute the effective index of difficulty
(IDe) and the final throughput (T P).

IDe = log2(
A

We
+1) (3)

T P =
IDe
MT

(4)

For the duration of the experimental tests, we employed a
think-aloud protocol: the participants were free to express
their opinions and provide feedbacks at any time, which were
then recorded.

Experimental Setup
As shown in Figure 6 , the experimental setup consisted of
a chair in which the participants sat, facing a display that
prompted the pointing task. The display measured 930 mm ×
485 mm (W ×H), which was enough to cover the arm reach.

The chair was adjusted so the arm’s initial position pointed
at the center of the screen before starting the experiment in
order to normalize the initial condition of the study for all
participants.

For this experiment, the robotic hand was replaced with a
pointer module to facilitate the clicking task on the screen.
This module contained a pressure sensor that measured when
the pointer touched the screen. An optical marker was attached
to the pointer to track its spatial position and orientation as well
as to identify its projected location on the screen coordinates.

The experiment was conducted in a well-lit room and sufficient
space for the user’s feet to move without special constraint.

Figure 6. Experimental setup overview.

Participants
Twelve participants (10 male, 2 female) voluntarily joined the
study at the local university. Participants’ age ranged from 22
to 39 year-old (Mean=26.5, STD=5.0). No participants expe-
rienced any physical disabilities and all had fully functional
right legs. Only one participant (female) was left-leg dominant
as reported in the pre-test questionnaire (See next section for
more detail). All participants provided their informed con-
sent prior to starting the study and were informed about the
procedure and the approximated length of the study.

Procedure
Prior to starting the experiment, participants provided basic in-
formation, including age, gender, height, and answered some
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questions on physical exercise. They were also asked to de-
scribe if they were currently suffering from any physical in-
juries. The evaluative study consisted of four sessions for each
participant. Each session lasted for approximately 10 minutes.
Between pointing-task sessions, the participant confirmed his
readiness and that he had had enough rest. During each ses-
sion, a participant performed a Fitts’ Law pointing task with
different index of difficulties (ID) and a total of 13 targets for
Number of Targets (FittsNoT ). The order of the sessions (in
terms of difficulty) was randomized, as well as the order of
the first target for each Fitts trial. Fitts parameter (A/W ) val-
ues used in the experiment, along with the corresponding IDs
(calculated using Eq. 1) of their combinations, are reported as
follows:

A = 250mm,350mm
W = 40mm,75mm
ID = 2.12 bits,2.50 bits,2.86 bits,3.29 bits

After each trial, a random white circle appeared on the mon-
itor in one of the four corners (X : ±200mm,Y = ±100mm
from the center of the screen) for two seconds. The user was
asked to remember its location, and then point at its memo-
rized location with their eyes closed. The purpose of this step
was to measure body coordination without visual feedback
(Haptic feedback was still presented when the arm touched the
screen). The distance to the target from the point of contact
was measured and stored for each trial.

The total number of pointing and clicking tasks per session
were calculated as follows:

Nclicks = (FittsNoT +1)×Ntrials

= (13+1)×4
= 56 clicks

At the end of each session, the user answered the NASA Task
Load Index for perceived task load [13], and rated four state-
ments adopted from the rubber hand illusion experiment [5].
The statements are related to the subjective feeling of the
participants:

• How much the robotic arm feels like a part of their own
body.

• How much it looks like their own arm.

• How much they feel they control it as part of their own
body.

• If the haptic feedback feels like it it is caused by the robotic
arm.

For each of the statements, the participants were asked to rate
how much it held true for them on a 7-point Likert scale from 1
(“not at all true for me”) to 7 (“very true for me”). The partici-
pants were also asked to fill a questionnaire to assess their sub-
jective Embodied Sense of Self Scale (ESSS) [2]. The ESSS
is a summary measure of several subjective embodiment as-
sessments including Ownership, Agency, and Narrative tested
on a large cohort (700+ users) [23, 27].

Figure 7. Throughput of pointing task over four sessions.

Figure 8. NASA Task Load Index of the 12 participants.

RESULTS AND DISCUSSION

Throughput
The mean throughput for this system for all participants
over all sessions was 1.01bits/s with a standard deviation
of 0.39bits/s. Figure 7 shows the throughput for each ses-
sion across all participants. Movement times between targets
ranged between 0.42s and 9.66s (mean=3.23s STD=1.35s)
across all sessions. For comparison, Young et al. [46] reported
1.08bits/s with a movement speed varying between 1.0s to 2.4s
for a 6 DoF input device that used arm motion. Although the
throughput of our system was a bit lower, this is perhaps not
surprising given the novelty of carrying out a pointing task
with foot motion

Task Load Index
The standard deviation decreased noticeably in the second
and third session, but later increased for the fourth session.
We assume this is due to the increase in perceived physical
fatigue of the participants (later discussed in Task Load Index
section).

Although the throughput increased over the four sessions, we
did not find a significant learning effect between the first and
fourth session. Applying a two-tailed t-test between the first
and the last session results in a p-value of 0.0909. This result
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Figure 9. Measured error for all participants over four sessions with eyes closed pointing task

alone, however, cannot suggest anything concrete on learnabil-
ity as the four sessions took place in a fairly limited period of
time.

Figure 8 shows the results of NASA Task Load Index of
the 12 participants across four sessions. Strong increases
in mental and physical demand through the course of the
experiment can be seen. We believe this is partly due to the
standard Fitts’ Law experimental setup: the users could not put
down their controlling leg during the task and had to continue
pointing for the entire session. They only rested in between
sessions. This is quite different from what we consider to be
more normal usage, such as we observed during demonstration
sessions (The demo observation will be discussed more later).
Some participants complained about slight muscle ache in
the right hip (most likely Iliacus muscle) after performing
the 4th iteration. Despite the reported physical fatigue by the
participants, the perceived performance, effort, and frustration
improved over the four sessions. This may indicate that the
participants started to learn how to map their feet motion to the
new artificial limb, even though such perceived improvements
were not reflected in the objective measurements.

Self-reported Embodiment
The statements related to the subjective look, feel and em-
bodiment did not show any significant results. However, the
answers to the statement about control “I felt like I controlled
the robot arm as if it was part of my own body.” showed a
significant change over the four sessions. Comparing all par-
ticipants’ answers given after the first session with the answers
after the last session, the participants reported a significant
increase in feeling that the robot arm is part of their body. As
expected, the users found it hard to associate the robotic arm
with their own as we installed a pointer rather than a robotic
had to perform the Fitts’Law experiments (see Figure 6 ). Also,
the statement about the touch was not significant.

The answers to the statement about control show a significant
change over the four sessions “I felt like I controlled the robot
arm as if it was part of my own body.”. Comparing all answers
from the 12 participants from the first session with the answers
from the last, the participants reported a significant increase in
feeling that the robot arm is part of their body.

The paired t-test between the Session 1 answers for the control
statement (M=3.5, SD =1.43) and the fourth Session 4 answers

(M=5.0, SD =1.5) results in p < 0.005 (DF = 12). Given the
very small sample size (12 participants), we also calculated the
effect size E = E/S(~∆)∗S(~∆) (T-statistic and non-centrality
parameter) to be 1.072, which is medium also indicating a sig-
nificant result. Additionally, we performed the Mann-Whitney
U test and obtained results indicating moderate significance:
The U-value is 45. The critical value of U at p < .05 is 45. The
Z-Score is -2. The p-value is -0455.

Body Coordination
After the standard Fitts’ Law experiment, we briefly displayed
a white circle in a randomly selected corner on the screen. Our
aim was to measure the adaptation of the new body coordi-
nation without continuous visual feedback. Figure 9 shows
the projected error over the four sessions for all participants.
Although the mean error of the distance to the center of the
circle remains, it decreased over the course of four sessions
along with the standard deviation, providing indications of
enhanced temporal proprioceptive adaptation.

The most dominant error was caused by the vertical axis (Y),
which can be correlated with the mechanical latency of the
arms (reported in the Technical Analysis), as well as the diffi-
culty to move the feet upward for tall people due to the setup.

APPLICATIONS
During the course of the prototyping, development, user test-
ing, and exhibitions of our system, we collected a variety of
application scenarios for MetaArms . The possibility of co-
action between the four arms can help facilitate complex tasks
that are difficult to be achieved by a single person. Figure
1 (A) shows a user exchanging the contents of four cups in
parallel without any second user support. We imagine the
possibility of using such an approach for industrial or pro-
fessional applications. For example, Figure 1 (C) shows a
scenario which the end effector of one arm is replaced with a
soldering tool, allowing the user to complete more complex
soldering tasks without assistance.

So far, the envisioned application scenarios fall into three
categories: substitution, augmentation, and experimentation.

Substitution includes applications for amputees or people
with arm/hand disabilities. For example, Figure 1 (B)
shows how MetaArms can be used to hold and manipulate
objects. We had semi-formal interviews with stroke patients
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and hand/arm amputees who showed great interest in using
this system.

Augmentation focuses on use cases where additional
hands/arms obviously are needed. For example holding a
component part and soldering (see Figure 1 (C)). This is suit-
able in situations and applications where the legs are not used
(for example, in seated position).

Experimentation explores what other use cases may be made
possible by remapping limbs. This exploration may be best
pursued in the realm of art and performance, such as playing
multiple instruments at the same time, or juggling with four
arms.

Remapping could let us reimagine what our bodies can do,
rather than simply filling an existing need or augmenting what
we already do.

INFORMAL EVALUATION
For informal evaluation, we showcased the MetaArms sys-
tem at three events (two domestic, one international) for a
total of 12 days, around 7 hours a day with over 230 users.
They were conferences and laboratory events attracting mostly
researchers, professionals and tech enthusiasts. The user de-
mographic was unexpectedly diverse, however, from a 13-year
old child to a 67-year-old professor emeritus. Such diverse
demographic helped us find some height limitations of the
current system where users smaller than 1.30 m or taller than
1.90 m have trouble operating or wearing it.

Most demonstration interactions lasted for approximately 10-
15 minutes. Most users could successfully operate the system.
Typical demonstration interactions included gripping gestures
to hold a cup or shake a hand, playing with tennis balls, and
interacting with other people. A user succeeded in throwing a
ball with their normal hand and catching it with their robotic
limb after a few trials. We think that the adaptation time
of operating the robotic arms is highly relevant to system’s
operation speed and response (current system performance is
reported in the Technical Analysis). Many users spontaneously
tried to touch their nose or make drinking gestures with the
cup, though these gestures did not work as we restricted the
artificial limb movement to prevent injuries.

CONCLUSION AND FUTURE WORK
In this paper we have presented MetaArms, an exploratory feet-
controlled robotic arms prototype, to examine the feasibility
of using limb remapping for operating wearable extra robotic
arms with haptic feedback. We introduced a new framework
for mapping foot motions to new artificial limbs based on our
design considerations. We presented a first prototype imple-
mentation of MetaArms as well as technical analysis, the re-
sults from a standardized Fitts’ Law experiment and subjective
feedbacks from the user tests and large-scale demonstration
sessions. Overall, the system worked reasonably well within
the set parameters, and in some cases seemed to succeed in
temporarily eliciting the feeling of having two additional arms.

Regarding future work, we will need to address a number of
technical limitations of our current MetaArms system as well
as limitations of haptic feedback in general. For instance, we

want to improve the lag between tracking and actuation to get
below 100 ms for all three axes to induce the feeling of instan-
taneous movement. This might be especially difficult for the
y-axis (which is affected by gravity). Also, we are planning
to improve the haptic feedback, moving from simple force
feedback to more complex haptic interactions, such as using
electric muscle stimulation on the leg [24]. Even with the lim-
itations of our study and our exploratory prototype, we hope
and believe that MetaArms with its body remapping approach
would create a space of play for exploring and reimaging what
the human body could do.
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