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Abstract
One way to optimize learning processes is to clearly inform
the learner about problematic areas. Recent work on
gaze-based CHI showed that a reader’s language skill can
be inferred by gaze analysis. However, only few
approaches have been proposed to identify those
document parts a reader finds problematic. Our goal is to
develop a computational method for reading
incomprehension extraction. As initial work, we analyze
which eye gaze features are useful for such part-based
reading incomprehension extraction at three levels of
document structure: paragraphs, segments and words.

Author Keywords
Eye tracking, subjective reading comprehension, gaze
features, reading analysis

ACM Classification Keywords
H.5.2 [User Interfaces]: Input devices and strategies.

Introduction
The eyes play a central role for information processing in
reading: humans effectively control them to collect data
to gradually build an understanding of the text.
Considerable effort has been made to reveal the nature of
human eye movements while reading text [3, 4, 9]. In
smooth reading, it is said that eye fixations last about
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200-250 ms and the mean saccade size is 7-9 letter
spaces [9]. When the reader finds it difficult to understandIn classical eye movement re-

search, there are two classes of
typical eye movements: fixa-
tions and saccades. Saccades
are rapid eye movements that
occur when a viewer switches
the target of focus. Fixations
are the states that the eyes re-
main relatively still and occur
between saccades.

the text, such smooth eye movements may be disrupted.

Based on prior studies for eye movements during reading,
research revealed the power of eye gaze-based approaches
for assessing reading comprehension, language skill, and
text quality. Biedert et al. presented a method for
measuring objective quality of written text [1]. They
aggregated gaze features during reading of an entire text
area to find out which text passages are comprehensible
and which are not. Although the exact degree of
comprehension of text is in part subjective, they showed
that gaze-based objective measurement is also reliable.
Martinez-Gomez and Aizawa showed the potential of eye
gaze analysis for subjective understanding level
recognition [6]. Their work mainly focused on recognition
of a reader’s language level, where the comprehension of
individual text parts is dismissed. The authors also
discussed linguistic features compared to eye gaze ones.
However, those linguistic features were not found
discriminative in their experiments. Similarly, Kunze et al.
presented a method for inferring language expertise from
reading behavior [5]. Furthermore, they proposed an
approach for spotting difficult words for the reader.

Inspired by the above mentioned prior work, we prototype
an eye gaze-based reading comprehension assessment
approach. Particularly, we aim to extract subjective
part-based reading incomprehension (i.e., detecting parts
of a document that are not understood by the reader) on
multiple document structure levels: does the reader have
difficulty understanding a paragraph, sentence or word. In
this paper, we analyze eye gaze features as a preliminary
for formulation of such an extraction method.

Figure 1: Top: data recording
setting. Bottom: a sample image
of the document we used in the
analysis.

We record eye gaze data of participants reading English
documents. Afterwards they also answer test questions
regarding the content. Then we ask the participants to
mark which paragraphs, sentences/clauses, and words
they find difficult. Finally we extract eye gaze features
from the recording and analyze them with respect to
difficulty as annotated by the reader.

Data Collection
Our data collection procedure is as follows: As shown in
Figure 1, we set a stationary eye tracker (SMI RED 250)
and a display on the desk.First, the eye tracker is
calibrated for the participant. Since our eye tracker does
not have a head motion compensation function, we ask
the participant to keep his/her head as still as
possible.After checking the calibration, we start a
recording session. For each recording, the participant
reads a single page document presented in full-screen
mode. Subsequently, he/she answers several questions
regarding the content. In total, the participant completes
10 English language documents. Documents and
questions were sourced from the Test of English for
International Communication (TOEIC). A sample image
of a document page is shown in Figure 1.

Every time a recording is completed (document is read
and questions are answered), we also ask the participant
to mark difficult parts in the document. We asked for
three types of annotations for different document
structure levels: 1) difficult (e.g. unknown) words, 2)
difficult sentences or clauses, and 3) the most difficult
paragraph in the document. Note that 3) was chosen
instead of labeling individual paragraphs, because some
participants had problems to tell whether a specific
paragraph was difficult or not. A sample document
annotated like this is shown in Figure 2.
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Table 1: Extracted eye gaze features at three document structure levels.

Level Feature Description

Fixation
fixation duration (ffd) fixation duration (microsec.)

pupil size (fps) diameter of the pupils (pixel)

Segment
number of fixations (snf ) number of fixations in a segment
avg. fixation duration (sfd) average of fixation duration in a segment (microsec.)
avg. saccade length (ssl) average of saccade length in a segment (pixel)

Paragraph

number of fixations (pnf ) number of fixations in a paragraph
avg. of fixation duration (pfd) average of fixation duration in a paragraph (microsec.)

avg. saccade length (psl) average of saccade length in a paragraph (pixel)
total reading duration (ptd) total fixation duration (microsec.)

avg. number of fixations per word (pfw) —-
avg. reading duration per word (pdw) —-

number of regressions (pnr) number of backward saccades (excluding line break)
total number of words (pnw) total number of words in a paragraph

We recorded gaze data from seven participants. However,
we only focus one representative reader in this preliminary
analysis as work-in-progress.

Figure 2: Annotations of difficult
parts in a document. Difficult
words are circled. Difficult
sentences (clauses) are
underlined. The most difficult
paragraph is marked by a circle
next to it.

Feature Extraction
We use the following three gaze structure levels to
represent the different document parts: fixations (i.e.
words), gaze segments (i.e. lists of words, clauses,
sentences), and paragraphs. Gaze segments are used since
they are similar to sentences in terms of document
structure level, but allow more flexibility in our approach.
For each level, we extract gaze features and analyze the
distributions of individual feature values with respect to
difficult/non-difficult document parts. Table 1 shows a
summary of the features we extract in this analysis.

First, we detect fixations and saccades from the recorded
gaze data using a dispersion approach [2]. Then,
individual features are calculated based on detected
fixations and saccades.

Fixation Level Gaze Feature
The smallest unit of gaze feature in this work is a fixation.
During reading, a reader continuously fixates on a word to
process information. When a problem for word
comprehension occurs, a fixation duration may be
longer [3]. We also extract pupil size during fixation. We
suspect that it corresponds to the reader’s stress level, so
it may change if he/she is confronted with an unknown
word.
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Segment Level Gaze Feature
On this level, we want to extract reading incomprehension
for an arbitrary document part. Thus, instead of
considering “sentence” or “clause” as our unit, we extract
features based on a gaze segment. A gaze segment is a
sequence of consecutive fixations within Wt seconds.
Based on a preliminary test, we set Wt = 7.5 in this
analysis.

Paragraph Level Gaze Feature
Figure 3: Detected fixations
(circles) are not always located
exactly on a word. However, we
can see which paragraph the
fixations belong to.

Recorded raw gaze data can be noisy, because of e.g. the
inaccuracy of the eye tracker or the natural eye gaze
behavior of the participant. For instance the gaze is not
necessarily fixated on the center of a word region [7].
Thus, it can be hard to tell which word a fixation belongs
to (see also Figure 3). Previous work showed that gaze
data can be robustly associated with a paragraph, since
spaces between paragraphs are relatively large in a normal
document [8]. Therefore, we consider that a
paragraph-level is the smallest unit which can contain
document features. The total number of words pnw is one
of such document feature.

Analysis

Figure 4: Fixation labeling.
Fixations at time t (top) and
t+ 1 (bottom). Although the
new fixation at t+ 1 is closer to
February than seasons, prior
fixations suggest it should be
associated with seasons by the
human labeler.

Gaze Data Correction
As previously discussed, gaze samples are too noisy to find
the exact word the reader fixates on. However, for our
analysis, we need to know which gaze samples are
associated with which words, segments, or paragraphs as
ground truth. If we have such associations between gaze
and text, we can analyze the extracted features with
regard to the annotations from the participants. We
create such association data by manually labeling
individual fixations. Using a custom labeling tool, a
human labeler monitors each fixation (and its immediate
predecessors) and assigns the most probable word the

reader is fixating as shown in Figure 4. Although we could
also use a filter to automate this manual association
process, the recorded data is too noisy to assure the
quality of the resulting ground truth.

Consequently, we create fixation data in which each of
them is associated with one word. If a fixation is
associated with a difficult word, we consider that the
fixation is on the difficult word. However, note that just
because it is associated with a difficult word (or segment)
does not necessarily mean that the extracted feature
values differ from those associated with non-difficult
words [10]. A reader often ignores or skips a difficult
(unknown) word if he/she can understand its context. We
discuss this point in the analysis.

If the ith fixation Fi is associated with a difficult word, we
label that Fi = +1 and otherwise Fi = −1. Similarly, if a
gaze segment Si contains a difficult word, clause, or
sentence, Si = +1. The most difficult paragraph is also
labeled as Pi = +1.

Analysis of Variance
For each feature, we calculated the average value and the
standard deviation (SD) on both difficult and non-difficult
parts. Figure 5 shows all averages and SDs from one
representative participant. For visualization, we normalize
the values using the maximum of each feature. In this
figure, we also show p-values of individual one-way
ANOVA tests. If the p-value is small (normally,
P < 0.05), we could infer that the samples are drawn
from different distributions, which means that the value is
likely be different when the reader has a comprehension
problem. For example, the p-value for the pupil size in a
fixation-level fps is 0.71. Thus, we infer that for this
feature there is no significant difference between difficult
and non-difficult. On the other hand, for the fixation
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Figure 5: Average and standard deviation (SD) of each feature on both difficult (+)
and non-difficult (-) document parts. Error bars represent for SDs. P-values for each
feature are calculated by ANOVA.

Figure 6: Histogram of ratio of occurrences for
fixation duration in ffd. Orange is non-difficult
one and blue is difficult one.

duration ffd, P < 0.01. It statistically shows that there is
a significant difference. The p-value for the average
fixation duration of gaze segments is sfd = 0.47.
Opposite to the fixation-level, there is no significant
difference in the average of fixation duration.

On the other hand, the number of fixations snf and the
average saccade length ssl may likely be different between
difficult and non-difficult gaze segments. Not surprisingly,
the number of words in a paragraph pnw has a low p-value
(P < 0.01). This result shows that a reader is likely to
find a paragraph difficult if it is very long. The total
reading duration of a paragraph ptd also has a low
p-value, likely because a longer paragraph usually takes
longer to read.

However, a short paragraph is sometimes marked as the
most difficult by the reader when it has to be re-read.
The number of fixations per word pfw, average fixation

duration pfd and average saccade length psl have high
p-values. As such, features of individual fixations appear
to be less important to assess the difficulty on a
paragraph level.

Histogram Analysis
As previously mentioned, a reader sometimes ignores
words that he/she finds difficult. Figure 6 shows the
histogram distribution of fixations associated with
different durations ffd. We can see that longer fixations
(longer than 0.7 sec.) are associated with difficult words,
whereas the difficulty is not clear with medium-length
durations (about 0.4 - 0.7). Therefore, we should consider
that the subjective part difficulty is not always inferable
from eye gaze only when we evaluate the incomprehension
extraction system. It could happen that the reader has
comprehension problems even though eye movements are
almost normal.
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Conclusion and Outlook
From the analysis, we found several features that can be
effective for extracting reading incomprehension. On low
level document structures (words or segments), features
of fixations (duration and number of fixations) or
saccades (avg. of saccade length) showed significant
differences between difficult and non-difficult ones. On
the other hand, on high level structures (paragraphs),
comprehensive features such as total reading duration or
number of words in a paragraph are most promising, while
the previously mentioned values are less discriminative.

Initial Classification Test
In addition to the analysis, we
attempted to recognize difficult
parts using a Random Forest
(RF) classifier trained on the
extracted features as an initial
test. However in this initial
test, the classification was not
successful. We believe that this
was caused by insufficient or
unfit training data. For future
work in this direction we see
two options: collect more data
or develop an unsupervised ap-
proach, which does not require
training data.

Based on this analysis, we are able to select effective
features for each level of document structure. Using our
findings, we will develop a method for subjective reading
incomprehension extraction using the features.
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