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ABSTRACT
Non-verbal information is essential to understand intentions and
emotions and to facilitate social interaction between humans and
between humans and computers. One reliable source of such in-
formation is the eyes. We investigated the eye-based interaction
(recognizing eye gestures or eye movements) using an eyewear
device for facial expression recognition. The device incorporates 16
low-cost optical sensors. The system allows hands-free interaction
in many situations. Using the device, we evaluated three eye-based
interactions. First, we evaluated the accuracy of detecting the ges-
tures with nine participants. The average accuracy of detecting
seven different eye gestures is 89.1% with user-dependent training.
We used dynamic time warping (DTW) for gesture recognition.
Second, we evaluated the accuracy of eye gaze position estimation
with five users holding a neutral face. The system showed potential
to track the approximate direction of the eyes, with higher accuracy
in detecting position y than x. Finally, we did a feasibility study of
one user reading jokes while wearing the device. The system was
capable of analyzing facial expressions and eye movements in daily
contexts.

CCS CONCEPTS
•Human-centered computing→ Interaction devices;Mobile
devices.
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1 INTRODUCTION
People communicate not only through language but also through
nonverbal gestures, the tone of their voice, facial expressions, and
eye movements. According to Knapp et al., people rely mostly on
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Figure 1:We investigated eye-based interaction using an eye-
wear device for facial expression recognition

nonverbal cues in everyday communication [16]. Among these cues,
the information from a face is most crucial. People can recognize
others’ emotional states through facial expressions [13]. Eye move-
ments and blinks reveal information about people’s minds; [6, 27];
both are therefore essential to understanding people’s inner states
and behavior.

In this paper, we explore explicit and implicit eye-based inter-
action using embedded optical sensors on an eyewear device (Fig-
ure 1). The device follows the same measuring principle as [22].
Optical sensors measure reflective intensity, which changes with
skin deformation. It can classify basic facial expression states using
a Support Vector Machine (SVM). We focused on the eye-based in-
teraction, which could add new interactions to the eyewear device
incorporating optical sensors.

The eye-based interaction is explored in the field of human-
computer interaction [1, 21], virtual reality [25], and assistive tech-
nologies [33]. We envision to use the eye-based interaction with
the device to improve work efficiency and enable stress-less in-
put to computers in daily life. Implicit eye movement can convey
the cognitive states of the user, which is useful to understand the
user’s behavior. For example, eye movements and blinks are used
to drowsiness detection, such as [4]. If the device is combined with
smart home systems and detects the drowsiness, it could ventilate
the room automatically to work efficiently. The explicit eye gesture
could make the input to computers quick and easy. Eye-gesture
input allows users to engage in hands-free interaction, such as
winking eyes to change music while working on cooking in the
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kitchen. The input is also useful for people who cannot move their
hands because of a disability. Eventually, natural interaction with
the daily environments using the device integrates humans with
their environments.

Since the system is wearable, the users do not need to set up
cameras or any other device in their environments. They just wear
the devices and input a command to the computer. We considered
the social acceptability of the device when choosing to make it
in the form of ordinary glasses. Also, the processing cost is much
smaller than that of a camera system since the data from the sensors
have lower dimensions (16-dimensional 10-bit values per reading).

The contributions of this paper are:

(1) Development of algorithms that can classify explicit eye
gestures regardless of facial expression state. As classification
algorithms, we used dynamic time warping (DTW) and one
nearest neighbor threshold.

(2) Technical evaluation of classifying eye gestures.We recorded
210 gestures (the seven kinds of gestures on three different
facial expression conditions, ten times) from each of nine
participants in the experiment. The accuracy of classifying
seven kinds of gestures is 89.1% with the user-dependent
training.

(3) The evaluation of estimating the user’s eye gaze position
with a 5 X 5 matrix shown on a computer screen. We have
five participants, and the result showed the potential of esti-
mating eye gaze position.

(4) The feasibility study tomeasure the reading activity. The data
from the system corresponded to the number of lines, blinks,
and facial expressions. We were able to extract the individual
data related to them using independent component analysis
(ICA).

2 RELATEDWORK
Our work is based on works in the field of wearable eye-tracker
systems, interactive systems using eye gestures, and wearable ap-
proaches to recognize facial expressions.

A wearable eye tracker such as Pupil [12] can measure eye move-
ments robustly using cameras. Recent wearable eye trackers con-
sider a form factor in making it acceptable in the wild setting.
For example, InvisibleEye uses four low pixel cameras embedded
in the front frame of the device for gaze estimation [30]. How-
ever, as visual information from built-in cameras has a processing
cost, the systems need the appropriate processors. It makes the
devices heavy and bulky. Another sensing modality for wearable
eye-tracking is electrooculogram (EOG). Wearable EOG glasses pro-
posed by Bulling et al.can detect eye movements and allowed the
wearer to play a desktop computer game using eye movements [1].
Manabe presented an earphone-based interface to detect eye ges-
tures through EOG measurement and considered usage in daily
life [21]. JINS MEME is commercial eyewear that measures EOG
signals and detects eye movements and blinks. The appearance is
almost the same as normal glasses. However, EOG electrodes are
necessary to maintain stable contact to make a robust measurement.
Additionally, electrodes on the face do not allow for everyday usage
because of their appearance and because they are not comfortable
to wear for long periods. On the other hand, Ishiguro et al. proposed

Aided Eyes for human memory enhancement in daily life [9]. Their
prototype sensed eye activities using small phototransistors and
infrared LEDs. The entire system can be attached to glasses. The use
of an optical sensor is promising, but their system must be placed
in front of the eyes, which occludes the wearer’s vision. Since we
considered the device’s mobility and daily usage, we preferred con-
tactless low-signal sensors. We used photo-reflective sensors that
are capable of estimating eye movements without occluding the
view. We measured skin deformation around the eyes to predict
the eye movements. Also, while previous research showed the po-
tential to detect eye movements robustly in daily life, our method
investigates simple eye-based interaction using an eyewear device
with low cost, lightweight, low-dimensional, and compact sensors.
In other words, we focused more on wearability and comfort than
EOG methods [1] and camera-based methods [12, 30], which have
higher dimensional information.

Eye-based interaction is explored in various fields. It is explored
as commands to computers. Commercial EOG glasses are used to
allow a user to select between options by tracking a cursor with
the eyes [2]. Jota and Wigdor explored the design space of eye-
lid gestures using a commodity camera. They proposed various
application cases such as answering or refusing a phone call by
eyelid gestures [11]. Špakov and Majaranta explored the usabil-
ity of a hands-free interaction system combining gaze pointing
and head gestures as commands to computers [31]. Surakka com-
bined two modalities, voluntary gaze direction, and facial muscle
activation, for object pointing and selection [28]. They attached
EMG electrodes to the user’s face. Also, eye-gaze interaction has
been explored to improve the user experience in virtual reality
and augmented reality. Piumsomboon et al. investigated natural
eye-gaze-based interaction for virtual reality [25]. Kytö investi-
gated precise, multimodal selection techniques using head motion
and eye gaze for augmented reaity [18]. Hirzle et al. presented
the design space for gaze interaction on HMDs and two applica-
tions, such as training the eye muscles to help with eye fatigue
and tension [8]. Assistive technologies are also a promising area
of eye-gazed interaction. To improve communication for people
with motor disabilities such as ALS, Zhang et al. presented low-cost
and low-effort gaze-based interaction technologies using smart-
phone [33]. Their research suggests that measuring explicit and
implicit eye information has the potential to support interaction
with people and computers and allow for hands-free. Our research
focused on eye-based interactions in daily life, such as operating
appliances at home and reading detection using an eyewear device.

Researchers investigate wearable approaches to recognize fa-
cial gestures. Kimura et al. presented an eyeglass-based hands-free
video-phone. The glasses have multiple fish-eye cameras to capture
a wearer’s face. They can yield his/her self-portrait facial expression
image [15], but the system was bulky. Gruebler and Suzuki pro-
posed an EMG signal based wearable device that can read positive
facial expressions [7]. The system requires skin contact with sen-
sors, which might not be comfortable. Nakamura et al. developed
glasses with sensors attached. [24]. The photo-reflective sensor
on the device detects the movement of the eyebrow. We narrow
our eyebrows when we focus and stare at an object, for example,
so these glasses measure our natural interactions to control the
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amount of augmented reality (AR) information. Masai et al. devel-
oped smart eyewear that can recognize eight facial expressions in
daily life by embedded photo-reflective sensors [22]. Those works
measure facial expressions to improve interactions using AR or
understand their emotional aspects. Our method follows Masai et
al.’s sensing principle, yet our work focuses on eye gestures and
movements, which could be additional interaction modality to their
method. Additionally, we used time-series data to consider more
generalizable parameters and subtle changes in sensor values, while
Masai et al.’s work considers static data for recognition.

From our review of the related work, we decide to explore the
potential to detect eye gestures unobtrusively using optical sensors
on an eyewear device, which fits to use in daily life. Therefore, we
aim at daily interaction using the device.

3 HARDWARE DESIGN
Our device aims at improving the interaction with daily environ-
ments. Figure 2 shows our device. The device follows the same
design principle as [22]. We made customized printed circuit boards
(PCBs) for sensor units (the front frame) and microcomputer units

Figure 2: The appearance of our device. It includes 16
photo-reflective sensors on the front frame andmicro-
controllers placed on each side.

Figure 3: The layout of the sensors. The sensors are
distributed all around the eyes.

(temples). We used commercially available temple tips and made
other parts, such as the nose pad, and hinges between the PCBs
with a 3D printer (Form 2 from Form Lab). The nose pad can be
replaced to fit the shapes of users’ noses. We used a strap around
the back of the head to stabilize the position of the devices.

We placed 16 photo-reflective sensors (NJL5901AR-1-TE1 pro-
duced by New Japan Radio Co., Ltd.) on the front frame of the
eyewear prototype. Each photo-reflective sensor consists of an in-
frared LED and phototransistor. The sensors measure the proximity
between objects and sensors through reflection intensity. The ad-
vantages of using the sensor are the small form factor (1.3 mm x
1.6 mm x 0.6mm), low cost, and fast processing. Figure 3 shows the
sensor layout. We used phototransistors with different resistance
values because the curvature of a face changes the distance range
measured by the sensors. We used lower register values for the
phototransistors of the sensors that measure close distance, such
as the sensors close to the center of the front frame.

The device measures skin deformation around the eyes. Since
eyeball movements cause deformation around the eyes and eyelids,
such eye movements can change sensor values.

We placed one peripheral interface controller (PIC, 16F1827 pro-
duced by Microchip Technology) on each temple. Each PIC converts
the voltage from each of the eight sensors to 10-bit digital value.
For every PIC, we put one transistor to turn the infrared LED of the
sensors on and off, which reduces the influence of ambient light.
We define a data sample as 16 sensor values. Each dimension of the
data sample is a subtraction of the sensor value with the LEDs on
and off. XBee transmits data samples wirelessly to a laptop. The
3.7v lipo battery powers the PIC after the regulator adjusts the
voltage to 3.3v.

4 EYE-BASED INTERACTION
We investigated the possibility of explicit and implicit eye-based
interaction using embedded optical sensors on the eyewear de-
vice. We first evaluated the possibility of explicit interaction by
classifying several eye gestures. Then we tested the feasibility of
eye-tracking. Finally, we ran a feasibility trial collecting implicit
eye movement data while the user was reading.

4.1 Eye Gesture Classification
Measurement of explicit eye-based interaction is fit to perform in
daily life because it is subtle, easy, and hands-free. We suppose eye-
based interaction is suited for applications with simple interfaces,
such as turning the pages of an e-book or playing and pausing
music. These daily-uses of the technique are compatible with our
eyewear design. Also, the combination of eye movement inputs can
be used for a command input like the music player application of
Manabe et al. [21].

4.1.1 Gesture Set. Figure 4 shows the gestures we aimed to detect
with the device. All seven kinds of gestures start from and end at a
neutral eye position, shown on the top left of the figure. Among
the gestures, people make only winks explicitly. The advantage
of using it as an input is that it is possible to avoid unconscious
inputs. We considered four basic directions of eye gestures for
simplicity. For these four gestures, we asked that the user moves
their eyes in a certain direction as much as the user can to clarify
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Figure 4: The Set of Gestures. All gestures start and end at
the neutral eye position on the top left.

Figure 5: The sensor recordings of involuntary blinks (top)
and strong voluntary blinks (bottom).

the difference between the four directional gestures. With this
setup, the device is not able to detect the subtle movement while
it can help to avoid false-positives of the eye gesture input. Since
changes in facial expression can influence the sensor values, we
asked users to make eye gestures in different facial expression states.
We considered three states for simplicity’s sake: positive (smile),
neutral, and negative (anger). The categories are retrieved from
Ekman’s basic facial expressions [5].

4.1.2 Blink Detection. Blinks can be involuntary or voluntary. We
investigated if there is a difference in their sensor values to avoid
unexpected input. To see the difference between the sensor data of
voluntary and involuntary blinks, we made two recordings of one
participant holding a neutral face as a preliminary experiment. For
involuntary blinks, we recorded 35 seconds of data samples while
the user watched a neutral video. For voluntary blinks, we recorded
20 blinks for 35 seconds. For both recordings, we recorded videos
of the user wearing the glasses. Figure 5 shows the heat map of the
results. In the figure, we annotated the blinks manually by checking
the video. The values on the heat maps are the subtraction of the
initial data sample from time series raw data samples. Figure 5
confirms both blinks changed the sensor values in a certain pattern.

Figure 6: The overview of the system. The data samples from
the sensors are applied to detect eye gestures with DTW and
facial expressions with SVM.

We can see that strong voluntary blinks cause a bigger change to
the values in the sensors that detect the deformation of the upper
cheeks. Therefore, strong voluntary blinks can be differentiated
from involuntary blinks. We can make use of voluntary blinks
to input a command to computers as they can be stronger than
involuntary ones.

4.1.3 Algorithm. Figure 6 gives an overview of our system. The
eye gesture classification algorithm consists of two stages: data
preprocessing and template matching.

Data Preprocessing. From the device, we acquire a 16-dimensional
data sample per reading. The sampling frequency is 30 Hz. From
the data streaming, we put the information from the data streaming
into a buffer. The size of the buffer is 70 data samples. We calculated
the standard deviation of the data samples for each sensor in the
buffer. We compare the summation of the standard deviation with
a threshold to determine whether there is a gesture in the buffer.
If the summation is lower than the threshold, we classify it as no
gesture. Otherwise, we regard it as a gesture. Then, we apply a
simple moving average of 10 sequences to the buffer to smooth
out the noise. Then, we normalize each sensor dimension of the
time series samples in the array separately to a zero mean and unit
variance.

Template Matching. If the gesture is detected, we compare the
time series with matching templates of all of the seven gestures. If
the time series array is similar enough to one of the templates, we
regard the array as one of the seven gestures.

For the template matching, we applied one of the most standard
time series similarity measures: DTW. This algorithm calculates
the distance between two different time series. A shorter distance
means the two are similar. Considering the possibility of real-time
detection, we applied FastDTW [26]. This algorithm is an approxi-
mation of DTW that has a linear time and space complexity. As the
signals are multi-dimensional, we used a distance measure as the
summation of absolute difference in all sensor dimensions [29]. The
formula for calculating the distance (D) between two K-dimensional
time series, i-th sample of A and j-th sample of B, is as follows:

D =
K∑
k=1

|Ai (k) − Bj (k)| (1)
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Figure 7: (left) The user interface used for the recording in
the experiment. (right) The experiment setup.

By performing DTW on the first-order derivatives of the feature
values, it is possible to consider the high-level feature of the shape
of the time series [14]. We used the derivatives because, while the
data sample at the starting point of the signal differs depending
on the position of the device and facial expression states, how
the data samples change over time is more consistent when users
make eye gestures. Therefore, we compared the similarities between
the derivatives of the buffer and the derivatives of all matching
templates. We made matching templates by averaging the resized
buffer to 70 samples for each kind of gesture in the experiment.
Through the comparison, we found the cost matrix (CS) of the
seven calculated distances. We classify the buffer signals as the
closest gesture template (arдMin(CS)) if Min(CS) is lower than
a threshold.The threshold rejects confusing gestures or different
gestures. The bigger threshold helps to void the false positives of
classification. However, if the threshold is too big, the true positives
cannot be detected. For the evaluation, we did not set this threshold
because all data contain gestures.

4.1.4 Evaluation. We evaluated the accuracy of the classification
of eye gestures while users kept three facial expression states. Nine
users participated in our study: eight of them are male, and they are
all in their 20s. Eight of them are Japanese, and another is French.
For this study, we developed the software to record the sensor data
samples of the gestures with Processing, a Java-based language.
Since the photo-reflective sensors are vulnerable to intense ambient
light, we ran the study in a quiet room far from windows (Figure 7).
We used the Python environment for the following analysis.

4.1.5 Procedure. Figure 8 shows a summary of the procedure. We
collected 210 gestures (seven kinds of gestures x three facial expres-
sion conditions x ten times) for each participant.

Firstly, each participant was asked to sit in a chair in front of
a laptop on a desk. They wore the prototype with eyewear band
strap for stability. The observer introduced the software for the
experiment to the participant. The observer explained that the
participants would make seven different eye gestures ten times each
for three different facial expression conditions (neutral, positive,
and negative). When the positive expression is recognized, the
zygomatic major muscle has been activated, while negative emotion
activates the corrugator supercilii muscles [19]. As such, we asked
the users to activate those muscles in the experiment. The observer
told them that each gesture should start and end with a neutral eye
position (starting at the center of the computer screen), and the
order of the gestures was periodic so the participants would not

Figure 8: The summary of the experiment procedure.

Figure 9: The average eye gesture templates of all 9
users.

make the wrong gesture. After giving the general instructions, the
observer repeated the following process:

(1) The observer starts the software for the experiment and
reminds the participant to keep specific expressions in the
action phase.

(2) In the preparation phase (1800 ms), the software instructs
the participant in which kind of facial gesture and expression
they will make with text and images. Figure 7 (left) shows
the screenshot of the software. In this phase, the user holds
the instructed facial expression until the next preparation
phase.

(3) The software asks the participants to make the instructed
gesture in the action phase (3000 ms). The software records
the data samples from the sensors in this phase.

(4) The Steps of (3) and (4) are repeated for seven gestures five
times each.
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(5) After the software stops, the observer gives the participant
a short break before returning to step (1). Steps (1) to (5) are
repeated twice, and the process takes 20 to 30 minutes in
total.

We divided the recording of each gesture into two phases. In the
preparation phase, the software instructed the user which gesture
and facial expression to make next. In the action phase, the software
told the user tomake the gesture. By having two phases, the gestures
could be recordedwith almost the same timing, which helps tomake
matching templates. The software recorded the sensor data samples
with 30 Hz only during the action phase.

The observer recorded a video of the experiment with the lap-
top’s built-in camera. This recording was used to check manually if
the participant held the right facial expression and made the right
gesture.We had only 203 items of gesture data from one participant
as our device did not work in the middle of one recording. There-
fore, we collected 1883 (210 x 9 - 7) items of gesture data from nine
participants for the eye gesture classification.

4.1.6 Result:Facial Expression. We assumed facial expression con-
ditions and eye gestures could be simultaneously detected because
we followed the same sensing principle as [22]. For the classifica-
tion of facial expressions, we evaluated using the dataset acquired
from each participant separately. We applied SVM (linear kernel,
C = 100) as a classifier. Each dimension (each dimension includes
the time series sensor values of one sensor from one participant’s
recorded gestures) from the experiment is normalized to zero mean
and unit variance. Then, we used 10-fold cross-validation to the
dataset with the SVM classifier. The micro-averaged accuracy of
classifying three facial expression states are 90.9% with individual
training.

4.1.7 Results: Eye Gestures. We used the first 70 data samples of
each gesture to make and match templates (all gesture data have
70 X 16 dimensions for training and test). Since we collected two
sections, we trained with one section of data and tested with an-
other section of data for each user. To make matching templates,
we used all of the recorded gestures’ sensor values and averaged for
each kind of gesture. The micro-averaged accuracy of classifying
seven gestures from nine participants is 89.1% (89.4% on the neutral
condition, 88.7% on the positive condition, and 89.0% on the nega-
tive condition) with user-dependent templates. Facial expression
condition has no big influence on accuracy because our algorithm
did not consider the sensor values on the initial state. Figure 10
shows the confusion matrix of the accuracy of classifying the seven
kinds of gestures. Among the seven kinds, the system recognized
blinks least robustly. The French male showed the lowest accuracy
with 68.6% because, when he winked, he tended to close both eyes.
Of his left-eye winks, 40.3% were classified as right-eye winks or
blinks, and of blinks, 30.0% were classified as right-eye winks. Also,
we could not control the start time of his gestures. He started the
gestures according to his own arbitrary timing, which weakened
the features of the template as we made the templates by averaging
gesture data samples in time series.

Wemade the average templates for each kind of gesture using the
data samples of all the participants (Figure 9). The sensor number
corresponds to Figure 3. The different sensors on both the upper

Figure 10: Confusion matrix of the accuracy when the sys-
tem classified seven gestures using the user-dependent tem-
plates.

Figure 11: Confusion matrix of the accuracy when the sys-
tem classified seven gestures using the averaged templates
of all users.

and lower sides of the frame react to the different gestures. We
applied leave-one-user-out cross-validation. The micro-averaged
accuracy of the templates is 70.5%. Figure 11 shows the confusion
matrix. Compared to the individual templates, the accuracy is lower,
especially for blinks. This is partly because the strength of the blinks
was not stable within the trial and among the users. However, right
eye wink, left eye movement, and downmovement were recognized
with more than 80.0% accuracy. The average processing time was
63.6 milliseconds per gesture with MacBook Pro (2.9 GHz Intel Core
i7).

4.2 Evaluation 2: Eye Gaze Position
To explore the potential of eye tracking using an eyewear device,
we evaluated the accuracy of estimating eye gaze position. The
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Figure 12: The screen shown to the participants

estimation of the position was based on the skin deformation caused
by the directional change of the eyeballs.

Five students participated in the study. All of them were in their
20s, and one was female. The study was done one by one.

4.2.1 Procedure. First, the participants wore the device and sat at a
distance of 60 cm from a 23-inch screen. On the screen, a 5 x 5matrix
was shown (Figure 12). Each class has approximately 5 degrees
(vertical) and 10 degrees (horizontal) of the field of view. After the
participants started the software, the colored square changed in
order from (X1, Y1), (X2, Y1), ...,(X5, Y1),(X1, Y2), ..., to (X5, Y5).
Whenever the position changed, the color of the square turned to
gray for the first 500 ms to indicate the transition. The participants
changed their gaze position to the gray rectangle. After the color
changed from gray to white, the software recorded the sensor data
samples (1000ms). This process made sure that we recorded only
when the participant gazed at the correct position. Each person
repeated the process of looking at 25 positions eight times: so
the dataset of each participant includes the data samples of eight
seconds for all 25 positions. The data samples of the 25 positions
are labeled based on the position.

We asked the participants to do three things during the experi-
ment to reduce noise data: (1) look at the center of a white rectangle
on the screen: (2) hold a neutral face and blink only during the tran-
sition time to reduce the artifacts of the user’s behavior (including
facial expression change) to the sensor values: and (3) follow the
white place with eyes only without moving their head (we did not
consider the head pose). We also applied outlier rejection to re-
duce the noise caused by blinks. We used the following formula for
outlier rejection in each position dataset. D is the data samples in
each class: and d is a data sample that belongs to D.Mu and std are
16-dimensional values (average and standard deviation) calculated
for each dimension of sensors within the class.

outliers = abs(d −mean(D)) < 2 ∗ std(D) ∀d ⊂ D (2)

Later, we normalized each sensor dimension of the datasets to
zero mean and unit variance. We merged the 25 classes of the data
samples into five classes in two ways: horizontally and vertically
(we merged the five classes in each column or row into a new class).
Then we applied five-fold cross-validation using an SVM classifier
(kernel = rbf, C = 1000) to each dataset. We repeated the process
for every participant.

Figure 13: Confusionmatrix of (above) horizontal gaze direc-
tion (below) estimating vertical gaze direction.

4.2.2 Results. Figure 13 shows the average accuracy of each partic-
ipant’s results with user-dependent classifiers. The figures indicate
that the sensor data and eye gaze position are correlated. Vertical
movements show a higher correlation (micro-averaged accuracy
82.4%) than the horizontal movements (micro-averaged accuracy
58.8%). This means that the vertical movements of eyes cause more
skin deformation around the area measured by the device than hor-
izontal movements. Most of the false predictions are classified as
the area next to the area of the true classes. The accuracy is higher
in the corner area compared to that of the central area. It is hard to
identify the exact position because we estimated only based on the
skin deformation measured by our device. The deformation was
caused by the direction change of eyes, so our device cannot be used
for eye pointing. However, our device can measure approximately
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Figure 14: The time series data after applying FastICA to sensor data samples: while the user read with a neutral face (left),
and while the user read and smiled in the end (center), while the user moved, read and smiled (right).

where the user looks at in an experimental condition. Information
from the device can be combined with existing eye tracker infor-
mation to improve the accuracy of measuring eye pointing with
the eye tracker.

4.3 Feasibility Study: Reading Detection
To demonstrate the potential of our device for implicit eye-based
interaction in daily contexts, we ran a feasibility study of reading
detection.We collected data while the subject read, and we analyzed
the sensor for facial expressions and eye movements. Since reading
is vital for learning, reading detection is useful for quantifying
and managing the activity to motivate users to read more [17].
Implicit tagging of facial expressions to the content could help
users to search for their favorite content and could be beneficial for
analyzing and recommending content.

One participant (a male in his 20s) read ten English jokes wearing
the device. We chose jokes to induce non-neutral facial expression
(positive). The jokes are retrieved based on [3]. The length of the
jokes ranged from two lines to eleven lines. He read the texts shown
on the screen in a text box of 900-pixel width on a 23-inch screen
(1920 x 1080 p). Soon after he finished reading each joke, he pressed
the keyboard in order to record the sensor data samples from only
the reading activity. Then, the user evaluated each of the jokes
by 1) how well the user understood the joke (1: not completely
understand–9: completely understand) 2) how funny it was (1: not
funny–9: very funny) with the 1-9 Likert scale. We also recorded
videos of the wearer’s face to count his eye movements and facial
expression changes.

To the recorded data samples, we applied a simple moving aver-
age of five sequences. Later, we used FastICA from the Scikit-learn

library to process the data samples into four-dimensional time-
series data. We found that four dimensions of the data are catego-
rized into 1) facial expression change 2) horizontal eye movements
3) blinks and the user’s behavior and 4) the other factors such as
ambient light noise. We manually categorized the data. We applied
a moving average of 2-20 sequences depending on the category and
the amount of the noise (for blinks: 2-5 sequences, for horizontal
eye movements which correspond to line breaks: 10–20 sequences,
and for facial expression: 20 sequences). We applied a peak detec-
tion algorithm (the Python implementation of "findpeaks function"
in MATLAB Signal Processing Toolbox). We manually adjusted the
parameters of the peak detection algorithm for each result.

From the recordings, we introduced three specific examples.
One shows the data on reading activity only when the user kept
a neutral face; another indicates the data on the facial expression
change (neutral to positive); the third illustrates the data with facial
expression change, head motion, and body movements. Note that
the time scale of each figure is different depending on the length of
the jokes.

The first example is the data on the nine and a half-line joke
the user understood (8 points) and evaluated as a little funny (6
points)(Figure 14, left). We confirmed from the video that there is no
facial expression change. The above of Figure 14, left) shows that the
data of horizontal eye movements. Each peak corresponded with an
eyemovement that went from the end of a line of text to the new line.
The red dots at the bottom of the figure show the blinks of the user.
We confirmed that all blinks except the last one were successfully
detected. The last blink was not detected because the recording
ended in the middle of the blink. This example demonstrates the
potential for quantifying how many lines or the words the user
reads [17] using our device.
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The second example is the data on the two and a half-line
joke the user understood (9 points) and evaluated as funny (8
points)(Figure 14, center). We realized from the video that the false
positives blue dots at 5 and 18 seconds) on the line break figure
are backward saccades: the behavior of looking a couple of words
behind. We successfully detected all blinks except for the last since
the recording ended in the middle of it. The bottom figure shows
that the ICA time series data correlated with the actual facial ex-
pression change. From this example, we can see it is still possible
to detect line breaks and blinks while detecting the change in facial
expressions.

The last example is the data on the three and a half-line joke the
user understood (9 points) and evaluated as funny (8 points)(Figure 14,
right). In the line break figure, we found the influence of the user’s
movement toward the screen and to look down on the keyboard.We
detected all of the line breaks, but the influence of the blink caused
a wrong line break detection (false positive). If blinks happened in
the middle of the user’s behavior, they were not detected. The user’s
behavior also caused the false detection of a blink, which means
the ICA algorithm could not separate all the factors correctly for
this example with the peak detection algorithm. The figure of the
blinks on Figure 14, right) shows that the time series data included
the blinks, the movements of the line break, and facial expression
changes. The bottom of the figure demonstrates that we successfully
detected the facial response.

Based on these examples, we think the device has the potential
for implicit-interaction, such as automatic tagging and contents
analysis, by making use of eye movements and blinks. If the device
can classify an activity state like [10] by adding an inertial measure-
ment unit (IMU), it would make the reading analysis more reliable
with the device.

5 DISCUSSION
Because eyes move implicitly to look at people or the surroundings,
the proposed system could not recognize whether the gesture input
was intentional or not. This is a common problem of using eye
gestures as an interaction technique and can be solved if we use an
explicit gesture (e.g., wink) as a trigger command. Another solution
would be to consider the head pose and body movement in conjunc-
tion with eye movement [20]. Detecting implicit eye gestures also
opens up the possibility of an ambient interface that understands
people’s inner states. This interface could provide information and
facilitate natural interaction with the environment or robots.

We chose the set of gestures by focusing on ones related to eye
movement. However, the eyewear device with optical sensors can
recognize hand-to face gestures and facial gestures since the device
was able to measure the skin deformation caused by hand-to-face
input and facial expressions such as [23, 32]. We could also consider
hand-to-face gestures as trigger commands because, as we realized
in technical evaluation, not all users are good at winking their
eyes, which is the only eye gesture that is always explicit. The
performance of eye gestures could be culture-dependent and user-
dependent. We need to test the performance level of the gestures
such as effort or strain to show its usability and practicality.

Eye gestures changed the sensor values only subtly. Therefore,
we asked the participants to make exaggerated gestures, and the

experimental design avoided influences from noises. We used a
simple algorithm, and it worked with a stable condition, which
suggests that our system could capture valuable features using
photo-reflective sensors. This is the first step towards usage in real
life. However, there is a risk of classifying non-defined gestures
as targeted gestures with the algorithm if the system is used in
real-life settings. If there are other influences during the gesture,
the system may not work well. Possible sources of noise are from
head motion, facial expression change, device displacement, and
ambient light. Accuracymight be improved if we use a deep learning
approach, which can accommodate such noises with a large data
set. On the other hand, the deep learning would reacquire the
cost of collecting the large dataset for training and have latency,
which would prevent to use the gestures in real-time. Additionally,
integrating IMU with the device could compensate for the photo-
reflective sensor readings, which were influenced by head motion
and the user’s behavior. Because head motion is also related to non-
verbal communication, the integration could deepen the analysis
of implicit user’s behavior.

6 LIMITATIONS AND FUTUREWORK
For the first experiment, we only considered the classification of the
gestures. The result showed that our systemworked in experimental
settings. To ensure the system can be used in the wild setting, we
would consider the detection problem in the future.

Direct sunlight should be avoided. Since the phototransistors of
the sensors are easily influenced by ambient light, the sensor value
can be saturated under the sun. A light-shielding cover can lessen
this effect but represents a trade-off between the function and the
appearance of the device.

The demographics of the experiments are biased. Most of the
participants are male. Although the shape and features of a face are
different depending on the nationality, gender, and age, we assume
our method can work as long as it can measure skin deformation
around eyes at a close distance. We can adjust the register values
for the phototransistors of the sensors to avoid sensor saturation.
We can also control the distance by changing the design of the nose
pad, which can be replaced. To test the hypothesis, we are planning
to gather more participants from various demographics.

7 CONCLUSION
We have presented a system that enables explicit and implicit eye-
based interactions using an eyewear device with optical sensors.
The device took the form of everyday glasses and incorporated 16
optical sensors. We used DTW to classify eye gestures. The average
accuracy of detecting seven different eye gestures was 89.1% with
user-dependent training. We demonstrated the possibility of esti-
mating gaze positions in experimental conditions. We also showed
the feasibility of reading detection in experimental conditions. Al-
though user behavior caused false positives with the simple peak
detection algorithm, we were able to detect blinks and line breaks
in addition to facial expression changes by applying ICA.
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