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ABSTRACT
IoT devices no longer affect single users only because others like
visitors or family members - denoted as bystanders - might be in the
device’s vicinity. Thus, data about bystanders can be collected by
IoT devices and bystanders can observe what IoT devices output. To
better understand how this affects the privacy of IoT device owners
and bystanders and how their privacy can be protected better, we
interviewed 42 young adults. Our results include that owners of IoT
devices wish to adjust the device output when visitors are present.
Visitors wish to be made aware of the data collected about them,
to express their privacy needs, and to take measures. Based on
our results, we show demand for scalable solutions that address
the tension that arises between the increasing discreetness of IoT
devices, their increase in numbers and the requirement to preserve
the self-determination of owners and bystanders at the same time.

CCS CONCEPTS
• Security andprivacy→ Privacy protections; •Human-centered
computing → Empirical studies in ubiquitous and mobile
computing.

KEYWORDS
Privacy; Smart Home; Bystander Privacy

ACM Reference Format:
Karola Marky, Alexandra Voit, Alina Stöver, Kai Kunze, Svenja Schröder,
and Max Mühlhäuser. 2020. "I don’t know how to protect myself": Under-
standing Privacy Perceptions Resulting from the Presence of Bystanders in
Smart Environments. In Proceedings of the 11th Nordic Conference on Human-
Computer Interaction: Shaping Experiences, Shaping Society (NordiCHI ’20),

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
NordiCHI ’20, October 25–29, 2020, Tallinn, Estonia
© 2020 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-7579-5/20/10. . . $15.00
https://doi.org/10.1145/3419249.3420164

October 25–29, 2020, Tallinn, Estonia. ACM, New York, NY, USA, 11 pages.
https://doi.org/10.1145/3419249.3420164

1 INTRODUCTION
The market share of IoT devices is steadily increasing [50]. By pro-
cessing data, the devices can enhance the convenience of everyday
life, improve security, or provide better control over energy con-
sumption [27, 36]. Therefore, the devices collect data via sensors
and output it. Both - collection and output - concern anyone that is
present in the smart environment. Therefore, it is crucial to consider
different people in smart environments: primary users and indirect
users. Primary users interact with IoT devices to achieve specific
goals, such as controlling the lighting. The group of indirect users
includes residents and visitors of the smart environment. However,
only specific users, i.e. the owners of the IoT devices can configure
them. In this paper, we denote them as owners. Visitors of the smart
environments, e.g., repair staff or friends, can observe the output of
IoT devices without interacting with them. In this paper, we denote
these indirect users as bystanders. The constellation of users and
bystanders is also crucial in the scope of privacy.

The privacy of the bystanders might be violated by IoT devices
without the bystander noticing it [46]. A smart speakermight record
a conversation of guests, or a camera in a fridge might film guests
who open it [30, 31]. On the other hand, the presence of bystanders
in a smart environment might also pose a privacy threat to IoT
device owners since the bystanders can witness the output of IoT
devices. For instance, a smart speaker might remind an owner to
check their emails for medical test results and the bystanders hear
that. Based on this constellation of bystanders and owners, it is
important to consider both user groups when designing privacy-
respecting IoT devices and environments. Previous studies glimpsed
into the individual user types and for instance recommended a
visitor mode [60, 61], means for bystanders to exert control [59], or
provision of different levels of agency [18]. In this paper, we present
a comprehensive investigation of the owner-bystander constellation
from both perspectives. In particular, we aim to shed light on the
following research questions:

RQ1: What are considerations of IoT device owners when in-
stalling and configuring devices in their homes?
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RQ2: What kind of information are IoT device owners com-
fortable sharing with bystanders?

RQ3: What are the perceptions of bystanders regarding privacy
in a smart environment?

RQ4: What are the coping strategies of bystanders to protect
their privacy in smart environments?

To answer our research questions, we conducted semi-structured
interviews with 42 participants. Among other aspects, we found
that only a few owners consider privacy when installing devices
in their homes. However, they wish for detailed options to control
the information that is output in the presence of bystanders. Even
urgent information, such as an emergency in the family, should
be protected. Concerning the bystanders, we confirm and extend
results from other domains, such as life logging [10, 14], showing
that bystanders wish to exert control over their data collection. We
furthermore demonstrate that bystanders lack actionable measures
to exert control over the data collection. Based on our results, we
conclude that solutions provided by existing IoT devices are not
sufficient and do not scale. There is a demand for new solutions
that reduce the burden on owners and bystanders and support
them effectively in making and realizing their privacy decisions.
However, current developments make IoT devices more discreet and
their number will increase in the future. This makes it difficult for
owners and bystanders to make adjustments to protect their privacy
for each individual IoT device. Our study indicates that there is a
tension between the self-determination of owners and bystanders
and the ongoing advancements of IoT devices. Finally, we name
challenges for the design of future smart environments that consider
privacy aspects based on the owner-bystander constellation.

2 BACKGROUND AND RELATEDWORK
In this section, we detail the privacy definition that we based our
investigation on. Then, we present related works on privacy con-
cerns in smart homes and bystander privacy. Adding to this body
of research, our paper focuses on the privacy concerns that might
arise from the presence of bystanders in smart environments. We
investigate the views of owners and bystanders in-depth.

In this paper, we consider privacy as the possibility for users
to control the circumstances and conditions under which their
personal information is collected and processed by a third party [12].
Thus, each user individually decides about their private data and
privacy is not an absolute term.

General perceptions and attitudes towards ubiquitous technolo-
gies have been investigated in the literature. This stresses that
privacy is an important topic in the scope of HCI. Tracking by de-
vices that are used on a daily basis, such as credit cards, constitutes
a major concern [42]. Also, IoT devices have been investigated [44].
The privacy concerns and perceptions of (prospective) users of dif-
ferent technologies have been investigated in a variety of domains
(cf. [33, 34, 62]).

2.1 Smart Home Privacy Concerns
IoT devices require access to data about their users and the users’ en-
vironments which can lead to privacy concerns [1, 51, 58]. The per-
ceptions and concerns of (prospective) owners of IoT devices have
repeatedly been studied in the literature [2, 4, 7, 9, 11, 15, 57, 60, 62].

Naeini et al. found that the privacy perceptions are dependent on
the context and users differentiate between different environments
and data types [15]. In particular, they perceive the collection of
their data in public environments as less critical than in private
ones. Furthermore, they consider data about their environment (e.g.,
room temperatures) as less critical than data about themselves. Fi-
nally, Naeini et al. report that perceived benefits constitute a major
factor when consenting to data sharing. The role of the perceived
benefits has been confirmed in an interview study by Zheng et al.
in which they focused on the experiences of eleven smart home
owners [63]. Owners are also willing to share privacy-sensitive
data with service providers if the data was anonymized [29].

When asked for specific concerns, people mention concerns
about the physical security and general privacy of the home [60, 64,
65]. On the other hand, a study by Zeng et al. has shown that many
smart home owners were generally not concerned about potential
threats [60]. Owners only expressed little privacy concerns about
the nature of the data but strong concerns on how the providers
of smart home devices handle the data [49]. Lay owners expressed
difficulties in naming specific consequences that could arise from
sharing smart home data [21]. But smart home owners should be
aware of potential consequences to be motivated to configure the
system so that it matches their privacy needs [21, 28].

Different studies revealed that smart home owners wish to be
aware of data that is collected and transferred to providers [15,
24, 40]. An interview study with 23 smart home owners examined
their perceptions of devices, data practices, and risks [51]. The
results confirm that owners are uncertain about the data practices
of the companies and wish for more transparency and control.
Being asked to create a design that respects smart home privacy,
participants in a study created designs that aimed to increase the
transparency of data collection and allow the owners to control the
data collection [58]. Users wished to be informed about the privacy
aspects of the devices before purchase [16].

Besides smart homes in general, also the perceptions and con-
cerns regarding specific devices have been investigated in related
work. The awareness of the data collected by smart TVs has been
investigated by Ghiglieri et al. [22]. The authors found that users
of smart TVs are generally not aware of the data collected by their
devices. When informed about it users tended to disconnect their
smart TV from the network. Even though the majority of online
reviews about smart speakers do not mention privacy concerns,
users expressed to have mixed feelings [17]. Some users of smart
speakers do not use their full functionality due to privacy concerns
and do not want those smart devices to learn sensitive information
about them, such as health symptoms [1].

A diary and interview study investigated the perceptions of sev-
enteen users of smart speakers [31]. The study shows that privacy
tensions may arise between primary, secondary, and incidental
users. Although 73% of the study participants lived together with
others, such as roommates or family members, none of the partici-
pants considered privacy while placing the smart speaker in their
home.

2.2 Bystander Privacy
In this paper, we consider privacy perceptions from owners and
bystanders. Hereby, we consider bystanders as passive observers
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who do not engage in any activities that might aim to break the
privacy of the smart home device owner. But the bystander might
learn privacy-sensitive information via notification output from the
devices. On the other hand, the privacy of the bystander might be
violated by smart home devices that collect data in the bystander’s
environment [46]. In the smart home context, bystanders can be
either residents or visitors.

Bystander privacy has been investigated in different emerg-
ing technologies, like lifelogging with wearable glasses or cam-
eras [23, 25, 47], augmented reality [3, 10, 56], multi-user augmented
reality [32], and mixed reality [13, 41, 45]. The privacy perceptions
of bystanders in the surroundings of visually impaired users that
use assertive technologies have been investigated [3]. Bystanders
would share information for assertive uses and would share even
more information if they can exert control over it. The users of
lifelogging-technologies generally aim to preserve the privacy of
bystanders when sharing their data by establishing rules [47]. The
concerns of bystanders regarding the presence of augmented real-
ity wearable devices are dependent on the context as two studies
show [10, 14]. The participants differentiated between public and
private places. They articulated that at recording in places, like
bathrooms, bedrooms or in other homes, it would be unacceptable
and wanted to be asked for permission before being recorded.

The existing works in the scope of privacy concerns in smart
homes primarily focus on smart home users. Some works uncov-
ered concerns about the individual privacy of other smart home
inhabitants [39, 52]. For instance, minors living in the household
might express discomfort that the parents can monitor them. Thus,
parents have to balance respecting their children’s privacy with
monitoring their children’s activities [38, 48, 52]. Several studies
investigated multi-user scenarios in smart homes with multiple res-
idents [18, 19, 58, 60, 61]. Privacy aspects can be negotiated among
different inhabitants [19]. On the other hand, the complex social
relationships and power dynamics within a home can also com-
plicate privacy aspects [58]. Yao et al. asked their participants to
design privacy-respecting smart home devices [58]. Even though
the majority of designs only considered smart home residents, some
designs also aimed to protect the privacy of visitors. Although not
specifically investigating visitors, two studies show that smart home
residents wish to have a visitor mode of devices [60, 61].

Another stream of related work indicates that owners of smart
home devices can consider the presence of bystanders as a privacy
threat. Participants in a study that investigated the display of no-
tifications on smart windows wished an option to switch off the
notifications if visitors are around [5]. Yao et al. studied three spe-
cific scenarios in which the privacy of bystanders in smart homes
can be relevant [59]. They conducted a co-design study to identify
factors that impact and mitigate the concerns of bystanders within
these scenarios. Their most prominent finding was the wish of
bystanders to exert control over data collection.

3 METHOD
To investigate privacy perceptions that arise from the presence of
bystanders in smart environments, we conducted a series of user
studies. We commenced with a pre-study to collect a set of possible

bystanders. Then, we proceeded by semi-structured interviews with
a total of 42 participants.

3.1 Pre-Study
To collect a set of bystanders that can be present at someone’s home,
we conducted an online survey. After declaring their consent and
providing demographics, the participants received lists of possible
bystanders. We asked the participants whether these people vis-
ited their homes and to supplement the list of other people that
are present in their homes or visiting them. We recruited 131 par-
ticipants via mailing-lists and did not reimburse them for taking
part in the survey. 40% of the participants identified as male, 59%
identified as female, 0.5% identified as other, and 0.5% did prefer
not to provide this information. The average age of the participants
was 28.8 years (SD = 9, Min = 18, Max = 67). The resulting list
of bystanders contains eleven types of relatives (e.g., parents), ten
types of known persons (e.g., friends), and four types of strangers
(e.g., craftsmen-/women).

3.2 Semi-Structured Interviews
To investigate the privacy perceptions of bystanders and owners,
we conducted semi-structured interviews with 42 participants in
two groups. The first interview group investigated the bystander
view of people who are either residing in a smart environment or
visit it. The second interview group investigated the owner view
of those who are installing and configuring IoT devices. We opted
for semi-structured interviews because they offer a degree of stan-
dardization while also leaving room to investigate the answers of
the participants in more depth [43]. Before determining our final
interview questions, we conducted two exploratory interviews for
each view. We adapted our questions and explanations to improve
their clarity. The results of the pilot interviews are not included in
our results.

3.2.1 Interview Procedure. The procedure of the interviews was as
follows (see also Fig. 1).

1) Welcome. Before the interview, each participant received a con-
sent form describing the study’s data protection policy and its
procedure. Neither the consent form nor the study invitation men-
tioned that the interview would be about privacy to avoid priming
of the participants. After signing the consent form, each participant
provided demographics.

2) Understanding. We commenced the interview by letting the
participants explain their understanding of a smart home. Then, we
introduced the definition of a smart home that we use within the re-
search project to establish a common understanding. We answered
questions regarding this definition and made some examples of
smart homes together with the participants. Next, we asked the
participants about their experiences with the usage of smart home
devices.

3) Scenario Introduction. In this part of the interview, we in-
troduced the participants into the scenario matching their group.
We used the scenario to nudge the participants to think as own-
ers/bystanders. We made sure that the participants understood the
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Figure 1: Schematic depiction of our study procedure.

assigned scenario and answered questions about it. Dependent on
the interview group, the participants received different tasks and
questions about the scenario.

4a) Scenario-Specific Tasks: Bystander View. In the bystander
view, we commenced by asking the participants for their perceived
benefits of smart homes. Within this question we asked the par-
ticipants to consider 1) benefits for the owner of the smart home,
2) benefits for other people that reside in the smart home, and 3)
benefits for visitors. We kept this differentiation throughout the
remainder of the interview. The next question was about the per-
ceived disadvantages.We asked this question to investigate whether
the participants mention privacy before introducing it.

Next, we introduced privacy and the definition that detailed
above. After establishing a common understanding of privacy, we
asked whether the participants consider the privacy of the owner,
other residents, and visitors to be protected. Then, we asked them
which party or person can be responsible for privacy violations in
their understanding.

Then, we investigated the participants’ perception of specific IoT
devices that are already available on the market. We provided a list
of the devices, their main functionalities, and the data that they can
capture. Although all devices are available on the market, we did
not mention manufacturers to avoid confounding with the partici-
pant’s opinion of that manufacturer. In particular, we considered
the following devices: smart assistants, smart screens (e.g., a TV),
smart household devices (e.g., a fridge, vacuum or thermostats), and
smart surveillance systems. We asked if the participants consider
it problematic to visit a household with such devices and whether
they consider their privacy to be protected. Then, we asked them
whether they consider it necessary to protect their privacy and how
they would like to protect it. Hereby, we asked the participants for
specific measures.

4b) Scenario-Specific Tasks: Owner View. In the owner view,
we wanted to investigate how (prospective) owners of IoT devices
place them into their homes. We commenced by introducing five
types of IoT devices since those device types are available on the
market and provide different output modalities: 1) smart assistants,
2) standalone smart screens (e.g., a TV), 3) integrated smart screens
(e.g., in a mirror), 4) smart light bulbs, and 5) control screens. During
the introduction, we also explain the devices’ output modalities, i.e.
graphical, textual, sound, and light patterns. Once the participants
were familiar with the devices, we asked them where they would

place them in their homes. Therefore, we used a bulletin board
and cue cards. We had multiple cue cards with the devices and the
participants were asked to pin them next to the room where they
would place it. While device placement, we encouraged the partic-
ipants to think-aloud. The participants could also add additional
rooms.

In the next part, we asked the participants which information
should be available on the devices that they just had placed. There-
fore, we provided the participants with a list of possible notification
information categories that we obtained from the literature [54].
While assigning information to the devices, the participant was
again encouraged to think-aloud. Now, we provided the list of
bystanders from the pre-study and asked which information the
participants wish to share with bystanders at their homes. Finally,
we introduced the concept of urgent information which is infor-
mation that the owners should receive immediately, such as an
emergency. Considering urgency, we asked the participants if and
how they would change the assignments on the bulletin board.

5) End. After the interview, we explained that the interview was
focused on privacy and we gave the participants the opportunity
to ask questions or to give additional feedback.

3.2.2 Participants. We recruited 42 participants, 21 for each view,
via mailing-lists, posters, flyers, and by snowball sampling. They
were on average 26.4 years old (SD = 5,Min = 21,Max = 55). 34%
of participants identified as female and none as ”other". The invi-
tation did not contain any information that the study investigates
privacy, instead, it only mentioned an investigation of perceptions
of (potential) IoT device users. Thus, the study was restricted to
participants that either own IoT devices or are interested in owning
them in the future. 54% of participants reported having never used
IoT devices that are networked among each other, 2% used them in
the past, 25% reported to use single IoT devices and 19% reported ac-
tive usage. 38% of the participants reported having visited a foreign
smart environment before, 15% did not know whether they have
visited a smart environment before, and the remaining 53% visited
households with single IoT devices (e.g., one smart speaker). We
did not reimburse the participants for participating in our study.

3.3 Data Coding
We analyzed the interviews using the grounded theory approach
[37]. Before the analysis, the interview recordings were transcribed.
Privacy-sensitive data, e.g. names of relatives, was replaced by neu-
tral placeholders. After the transcribing, the audio files were deleted.
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Two researchers individually coded two representative interviews
for each view using thematic analysis with open coding [6]. In a
review meeting, a coding tree with 320 codes for both views was es-
tablished. For each view, one researcher coded all interviews using
the coding-tree. Through axial coding, the codes were related to
one another which resulted in the creation of three main categories
in the bystander view, and four main categories in the owner view.

3.4 Ethical Considerations
The ethics committee at our institution provides a set of guidelines
for user studies. Our studies follow these guidelines. In doing so,
we limit the collection of personal data to a minimal amount in
order to preserve the privacy of our participants. Each participant
received a randomly assigned identifier that we used throughout
the studies and analysis. Before taking part in the study, each par-
ticipant received a consent form that also contained the study’s
data protection policy. Participants were asked to read and sign the
consent form which was then stored separately from all other cap-
tured data. Our study, furthermore, complied with national privacy
regulations and the European General Data Protection Regulation
(GDPR). Our institution is located in a country with no requirement
for following a formal IRB process for the kind of user study that
we conducted.

4 RESULTS - BYSTANDER VIEW
In this section, we describe the results from the bystander viewwith
a focus on the findings related to bystander privacy. We provide
participant comments when meaningful.

4.1 Privacy Aspects as Perceived Disadvantage
The participants in the bystander view named several disadvantages
of smart homes. Those include the additional complexity of the
devices that might increase their cost and assembly time (N = 10),
but also security-related aspects, such as bugs in the software (N =
11) or hackers that might gain access to the devices (N = 14). We
asked this question before introducing privacy into the interview to
find out whether the participants consider privacy by themselves.

The participants almost equally often mentioned that the privacy
of other residents that do not control the smart home devices (N =
16) and of visitors (N = 13) might be violated. On the other hand,
only 38% of the participants considered smart home devices to be
beneficial for visitors. The only reported benefit was an increased
convenience by automation. Sample comments that mention the
privacy of bystanders are: P6 said “Guests know nothing about the
captured data, they don’t know where it’s stored, when it’s deleted
and not even why the data is collected.” And P13 stated: “As a visitor,
I don’t know what’s happening [...] is my voice recorded the entire
time? Someone could access that and the admin has access anyway.”

4.2 Privacy Perceptions
After introducing the privacy definition to ensure a common un-
derstanding, we focused the interview on privacy. We asked the
participants whether they consider privacy in a smart home to be
protected. Again, we used the differentiation of the owner, other
residents, and visitors.

4.2.1 Trust Aspects. Participants expressed that trust towards the
owner of the device or the provider of it is required. If the owner
was a friend or a person that they know well, some consider their
privacy as a visitor to be protected (N = 7), for instance, P4 said:
"That would then depend on whom I go to, whether I trust them
or not and how well we know each other." Four participants also
considered that the provider of the device has to be trusted, for
instance participant P10 said: "So that they [visitors] just have to trust
that the administrator and the company, which offers and operates
the network, do their job properly and make sure that the privacy
which they have as visitors, is protected." These trust aspects were
exclusively mentioned in relation to the visitors of smart homes
and not in connection with residents.

4.2.2 Lack of Awareness. Since the smart home devices commonly
are everyday devices, seven participants expressed difficulty to
judge whether a device can collect data. Without further infor-
mation or knowledge of the device, visitors cannot gain adequate
awareness without the cooperation of the device owner: "It’s even
worse than for residents, they [the visitors] may not even know any-
thing about it." (P1) and "I wasn’t aware of it that the device could
theoretically violate my privacy." (P2)

4.2.3 Lack of Concern. Some participants did not feel concerned
about the devices because those are not personalized for them as
visitors. This indicates that people might think that registration
on the device is necessary for the device to capture data about
this specific person: "Depends on how intelligent the system is. So
I’m assuming that the smart home is stupid for visitors and others
it’s not configured for. Then, I think that privacy is a bit different.
Because the system doesn’t know the people. They are anonymous for
it." (P6) Another lack of concern results from a rather rare presence
of visitors in smart homes. Meaning that rare presence results in
amounts of data that are too small for a privacy violation: "I will
also be monitored, my data will be stored. But not as much as the
owner or the people who live there permanently." (P11) and "I think
the visitors’ privacy is protected because they only interact with the
smart home once in a while." (P2)

4.2.4 Parties that Violate Privacy. Six participants considered their
privacy to be violated by another user of the devices because they
could access their data. Two participants stated that the device
owner might unintentionally disclose their data. Seven considered
the device provider to be able to violate privacy by accessing the
data. Furthermore, seventeen participants considered external at-
tackers, such as hackers, to be a source of privacy violation. In this
scope, the participants did not differentiate between residents and
visitors and considered them equally. Sample comments from the
participants are: "The owner could read the data from the roommates,
and then determine their habits." (P12). Participant P8 stated "The
owner could, perhaps somehow pass data to third parties, maybe with-
out knowing.", and P13 said "Of course, it may be that some hackers
or so get access to some data."

4.3 Coping Strategies of Visitors
When presenting a list of the smart home devices that are already
available on the market, we asked the participants about their ex-
perience with such devices and whether they as visitors would like
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to protect their privacy from them. The participants communicated
various coping strategies that they either actively use, or that they
wish to use. Some reported that they do not want to use any coping
strategy.

4.3.1 No Coping Strategy. Five participants would not take any
measures for various reasons, those include a perceived comfort
that is only received by sacrificing privacy (N = 2): "Someone who
runs it won’t probably put the worries under the comfort because
the comfort is probably more important to [them], otherwise, [they]
wouldn’t run it." (P4) Two participants stated the above-mentioned
lack of concern and resignation as a reason: "A mixture of disinterest
and resignation? In the end, my things like my voice are all over the
place anyway, and my statements and I’m spreading everything I
have to say everywhere anyway." (P18) and "I’m a very gullible person
[...] I’ve never had any bad experiences and so I’m probably a bit too
generous sometimes when I share such data, order things over the
internet or whatever. So sometimes I’m too open and probable, but as
I said I’ve never had any bad experiences." (P8)

4.3.2 Status Communication. Similar to other domains in which
data is collected, three participants wish to gain knowledge about
the device’s status to judge whether they need to take measures: "It
is important to me that especially delicate topics are not recorded by
a speech recognition system, and that I have the possibility to check
whether speech recognition is really off." (P10) Status communication
is considered as a way to assess the current state of data collection
in the surroundings. Some participants said that the device owner
could also inform them about the device or even expect the owner
to do this without prompting: "I’d like to know. Let’s put it this way.
I’d like to know, then it’s something else, then I could live with it, but
I’d like to know." (P1)

4.3.3 Switching Off. Switching the device off or asking the owner
to do so was mentioned by five participants. However, two of them
only considered it in a hypothetical way meaning that they consider
it to be a good measure but would not apply it in reality. Participant
P11 said "[...] asking the host to turn off the data storage. Because
that’s going to be a relatively small amount of collected data coming
from me anyway, but I can’t imagine now that’s for a short visit I’d do
something like that, but, yeah, that’d be more relevant to the people
who live there than to short visitors." and P14 stated "I mean the only
measure is switching it off. Or not going there at all."

4.3.4 Deletion of Data. Three participants wished a possibility to
delete data that was collected about them. Depending on what they
did in the foreign smart environment, they want to decide if the
data is kept or not when leaving. E.g., participant P10 said "That
you have the possibility to view this and possibly delete the recordings
yourself so that you can go to the person who administers it and tell
him ’you wouldn’t like it if recordings were made by me tonight,
please make sure that they are deleted’"

4.3.5 Jamming of Data Collection. Three participants would like
to jam the data collection: "[...] you have a smartphone or something
like that with you, it sends out an interference signal or something,
so that the speech or something can no longer be recorded." (P5) But
on the other hand, they considered this as an overreaction: "If you

were really hard on it, you could take a jamming transmitter with
you, for example, but it’s also a bit too much, I think." (P9)

4.3.6 Adaption of Behavior. Four participants would even change
their behavior in the presence of IoT devices. They either would
refrain from visiting: "If I were a visitor more often, I think I would
be uncomfortable, but if I am only there a few times, it wouldn’t be a
bigger problem for me. So I wouldn’t try to protect my privacy but I
wouldn’t go there so often." (P15) Or they would adapt the content of
their conversation: "So I wouldn’t necessarily mention private details
in the presence of such a device, which nobody else should hear." (P9)

4.3.7 Lack of Applicable Coping Strategies. Besides the specific
strategies mentioned above, participants expressed helplessness in
finding an applicable coping strategy. Four participants thought
that the ubiquity of IoT devices in the future will make it impossible
for them to take measures in the future. Besides not visiting the
smart environment they feel as if there was no possibility to escape
it: "I don’t think you can really fight it, yet." (P6) and "I don’t know
how I could protect myself If there was something to do I would do it,
but I simply don’t know how." (P18)

5 RESULTS - OWNER VIEW
We describe the results from the owner view. Hereby, we focus on
the findings that are related to privacy.

5.1 Privacy Considerations during Device
Placement

When we asked the participants to place IoT devices in their homes,
the majority (N = 15) did not consider privacy aspects. Instead,
participants primarily focused on replacing existing devices with
their smart counterparts, on the functionality of the devices, and
how/where they could use it in their daily lives. Five participants
considered privacy and wanted private information in restricted
areas only: "I think everyone in the living room can usually access
everything, and private information such as messages or emails should
be displayed in the private bedroom." (P31) and P24 stated "In the best
case, I would put it [integrated smart screen] in places where other
people can’t get to, so bathroom and bedroom. We have an extra toilet
for guests."

In addition, two participants avoided placing smart speakers in
areas where chats with private content could be recorded by these
devices. P33 explained "[...] where I know that I’m gonna have per-
sonal conversations, there’s no microphone coming in. And especially
my bedroom, that’s my private room in my flat, there’s no microphone
connected to the internet." And P34 said "Consider the smart assistant,
definitely not in the bedroom, especially if now potentially the data
might be shared with the police. That would simply be too big a breach
of privacy. "

5.2 Privacy Considerations during Information
Assignment

The majority of the participants (N = 14) did not consider privacy
while assigning information output to the devices. Participants
rather focused on which kinds of information they would like to
access in their daily lives: "I haven’t given much thought to who
actually sees it but it would make sense. Because when you have
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something hanging in the hallway and someone whom you don’t
know well passes, you don’t necessarily want him to know when and
where you are. Then that would have been worth a thought. But that’s
just my personal preference that I’d like to see when I’m alone." (P22)

One participant, however, was aware of privacy issues but felt
helpless in addressing them: "It’s important to me that not everyone
can see everything [...] Considering the control screen, everything is
on it. And when I get home, I’m first in the hallway, and when I realize
I’ve forgotten something or there’s something important, I have the
view right in the hallway. But everyone else also has the view. Then
there’s the problem." (P41)

Four of the participants who already considered privacy during
device placement also preferred showing private information only
in specific areas in their homes such as their bedrooms where others
typically do not have access: "I’ve been mentioning the limitations
all along while assigning. The mirror [integrated smart screen], for
example, is in my bathroom, bedroom, and hallway. Messenger things
and certain calendar things would be bad for the hallway." (P27) and
"If I had one of those screens in my bedroom, I’d show something
different than if it was hanging in the hallway. So if it’s in the public
area, I wouldn’t show my fitness data in any case. Maybe I’d leave it
on my mobile phone, but if it’s on the bedside table, I could imagine
it." (P30)

Two participants assumed or wished the smart home to provide
options to adapt the displayed information depending on present
bystanders. P24 stated "Generally I would say that there is a mode
where you can set if friends are there that the calendar will not be
displayed, or with face recognition that only things that affect the
person will be displayed." Participant P36 explained: "Calendars also
everywhere, but it would be nice if you could set the events with
different levels [of access], so for everyone, for fewer people."

5.3 Information Sharing with Specific
Bystanders

In this part of the interview, we consider the sharing of information
with specific bystanders.

5.3.1 No Restriction on Public Information. In total, 17 participants
stated that information that is not privacy-sensitive to them can be
sharedwith everyone. This concerns notifications from the category
tool which contains information about publicly available data, such
as weather conditions or news:
"I would add tool for everyone. That [does] not contain anything bad
[such as] weather or anything else." (P23)

5.3.2 Restriction on Household-Related Information. Information
that concerns the household is only shared with people that are
affected by it, but 16 participants do not mind sharing information
that is obvious to bystanders such as the status of household devices:
"Whether the dishwasher has finished or not is irrelevant, therefore
information regarding the dishwasher or that the plants must be
watered, I would show everyone, but whether food is expired I wouldn’t
share, except for my partner." (P24) "Household. That concerns all,
who live there and who comes to visit is also ok [to share information
with]." (P30)

In addition, two participants stated that it would be beneficial to
share household data with other close persons, such as friends or

family members, to enable them to support them in their homes: "So
friends and acquaintances I would trust, too, if they see that the plants
have to be watered, they can water them, but with strangers who don’t
need them, they don’t do that." (P31) and another statement "If you
have some [children] they can help in the household if the dishwasher
is done they stow away the dishes." (P38)

5.3.3 No Sharing of Messages. In contrast to the information shar-
ing explained above, the majority of participants (N = 16) stated
that personal messages, such as instant messages and e-mails,
should be kept private and not be available for any other person.
Hereby, the participants stated that the content of the message is
unknown and hence not predictable. Furthermore, they stated that
messages are considered as private data. P23 said "It could be that
a mail comes that concerns a secret gift for my partner and then he
would see it." P22 focused on the decision possibility: "I don’t know
which message is coming in from whom, I would rather not want
anyone to see it, and if I want to show it to someone, I want to decide
for myself, so I wouldn’t assign it to anyone." And P25 mentioned
privacy aspects: "My emails do not necessarily have to be read by my
partner, even if I have nothing to hide there, I find this simply does not
concern others." Twelve participants wanted a reduced amount of
information in the notification. Instead, the message content should
be only metadata, such as the sender or even just that a message is
there: "If you could just see "a new message from [name]", I wouldn’t
care. But I’ve already concluded that you see the messages and that’s
privacy for me." (P41)

5.3.4 Sharing for Personal Benefits. Seventeen participants would
share their data to gain a personal benefit. Among those the sharing
with professionals was prominent: "Well, [sharing with the] domestic
help, wouldn’t be bad if [they] had access to household to know what
to do." (P32) Further, 16 of the 17 participants wanted to share health-
related information with medical personal that visits their house:
"I think, my doctor may see my health data because with [them]
the whole health data runs together anyway. Therefore my doctor
would be trusted with my Health/Fitness data." (P33) In contrast to
that, another two participants mentioned sharing the data with
professionals could become problematic even if there is a personal
benefit: "It is potentially appropriate [to share with] care professionals,
but the health insurance companies are considering collecting the
information voluntarily to adapt the fees, which I regard as very
critical, which is why I would not give [them] access from the outset.
This also applies to health professionals and doctors." (P34)

5.4 Privacy versus Urgency
All participants wanted to receive sensitive but urgent or critical in-
formation in the presence of others. The majority of the participants
(N = 15) suggested that the smart home should convey abstract
notifications without displaying the specific content. P30 explained
"So if there really isn’t any other way, then it wouldn’t be a problem,
just because the alternatives are missing. I could imagine that people
would just tell me that there’s something [a notification] there, and
I’d get the details from a different source, so the other people wouldn’t
get it." The remaining participants (N = 6) stated that they would
even like the content to be displayed in the presence of bystanders:
"I have to react to it, I don’t care if someone else notices it, there are
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more important things in the situation. If there is critical information,
I would say I could be told that there is important information, but
if I let someone into my house I trust them that critical information
would be fine." (P34)

6 DISCUSSION
Since IoT devices are designed to affect the environments of their
owners, they also affect other people. The results of our study rein-
force that the bystander-owner constellation needs to be considered
when designing smart environments and devices. Existing IoT de-
vices do not consider the presence of bystanders, hence both owners
and bystanders struggle to adjust the IoT devices matching their
privacy needs. In the remainder of this section, we first discuss our
interview results and derive challenges for designing future smart
environments. We then detail opportunities for future investigations,
and reflect on limitations of our work.

6.1 Awareness and Mode Transparency
Awareness of data collection and processing played an important
role in both investigated views. It refers to the degree to which a
person is aware of the organizational information privacy practice
[35]. To gain awareness bystanders need to know about the pres-
ence of IoT devices. Our study shows that visitors of smart homes
might struggle in judging whether a device is indeed a smart device
because familiarity with the device is a prerequisite. Our study also
shows that bystanders wish for mode transparency, which extends
results from life-logging studies [10, 14]. In particular, they wish
for means to assess the current state of the device, such that they
can easily judge whether the device currently captures their data.
Since the number of devices is likely to increase in the future, IoT
device owners should not only be responsible for that, the device
itself should communicate its status in an understandable way, such
as status indicators [8, 26]. Nowadays in 2020, the majority of IoT
devices are easy to spot but the ongoing development of IoT devices
will result in devices that are more discreet. Therefore, bystanders
might struggle even further in gaining awareness.

While owners of IoT devices can be aware of the data that is
collected by them, they might be unaware that the output of the
device might violate their privacy if bystanders are present. The
majority of participants in our study did not intuitively consider
privacy while assigning information to IoT devices. This extends
previous results about smart speakers [31]. But the share of par-
ticipants who indeed considered privacy shows that people can
be concerned about the device output. This has also already been
indicated by studies of specific IoT devices, e.g., smart windows [5].

After making the participants aware of privacy, the majority of
them realized this aspect. On the one hand, this might be related
to the so-called privacy paradox meaning that participants in user
studies express to value their privacy but in reality demonstrate a
different behavior [20]. On the other hand, the distribution of smart
homes in 2020 is still rather low and (prospective) owners might
not have been confronted with such privacy aspects yet. Even if
the owners are not aware of the potential privacy violations by by-
standers during device installation, they can proactively react when
bystanders are present. However, a violation cannot be undone by
this reaction.

6.2 Fewer Benefits for Visitors
When interacting with technology, users consider a ratio of the per-
ceived benefits from that technology and the amount of individual-
specific data possessed by third parties [35]. This ratio has already
been investigated for IoT device owners and the added convenience
is the main reason for sacrificing privacy [15, 63]. Our participants
expressed that visitors are less likely to benefit from the function-
ality of IoT devices. Visitors that are unfamiliar with the specific
device might even be unable to use it. Still, their data is collected and
processed by it which calls benefits for visitors into question. Our
participants also demonstrated difficulties in naming benefits for
bystanders besides an enhanced convenience. But this convenience
rather affects smart home residents because bystanders only rarely
interact with household devices. Therefore, the participants were
concerned about their data being collected when visiting a smart
home. This extends previous results from other domains [10, 14].
Even if smart home visitors are aware of the data collection, they
do not know how the data is processed or stored. The receiver of
the data is not apparent to them and they do not know for how
long the data will be stored.

6.3 Exerting Control
In both views, the participants expressed the wish to exert control.
In the bystander view, smart home visitors would use different
coping strategies to control how data about them is captured. Some
participants even considered not visiting the smart home at all or
adapting their behavior. Exerting control is not supported by all cur-
rent IoT devices, except for the obvious: switching them off. Based
on that, participants in our study expressed perceived helplessness
and a lack of coping strategies to protect their privacy. This indi-
cates that future IoT devices should provide means for bystanders
to adjust them. This, however, constitutes a fundamental challenge,
since the views of owners and bystanders might be conflicting, as it
has been shown by studies of multi-user scenarios [47]. Participants
in both views wished to have a visitor mode which confirms the
results of previous studies [19].

Although it seems to be obvious that the IoT device owners have
control regarding the sharing of their data, the awareness aspects
above might result in an initial privacy violation that the owner
has to react on. In other domains, such as notifications on multiple
devices, it has been shown that users tend to circumvent dealing
with such issues by either not acting at all, or by uninstalling the
corresponding app [53]. An investigation of privacy settings for no-
tifications on public displays revealed that users opted for generic
settings that work for a variety of content [55]. While they wel-
comed the settings, they did not want to spend time configuring
it. This indicates that privacy by design is of importance. Partici-
pants in our study expressed helplessness in configuring current
devices according to their needs. Some participants even expected
IoT devices to react to the presence of bystanders.

6.4 Misconceptions
Participants in the bystander view showed misconceptions regard-
ing the data collection in a smart home. Owners and bystanders
thought that registration on the device is necessary that such data
of a person is collected. While it is true that the device cannot
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immediately connect the data to a specific person without such
a registration, the data set of the person might be growing over
time, making identification more likely [11]. Furthermore, data
could be matched to a person based on information that is available
from other sources, such as social networks. This also encompasses
data from visitors that rarely visit the smart home or visit it just
once. Participants expressed that the data of such rare visitors are
protected which in general is untrue. This misconception shows
that the mental models of our participants do not correspond to
reality. This demands methods to properly inform owners as well
as bystanders about the consequences and power of data collection
as already suggested by other works [21, 28].

6.5 Challenges in Designing Future Smart
Home Environments

Summing up, the presence of bystanders in IoT environments re-
sults in the following four challenges that need to be addressed by
the designers of future smart environments:

6.5.1 Awareness Challenge. Owners, as well as bystanders, have to
be supported by the IoT devices to gain awareness about the status
of the respective IoT device. The proliferation of IoT devices, their
growth, as well as their increasing discreetness demands solutions
that go beyond status communication.

6.5.2 Decision Challenge. Bystanders, especially visitors, cannot
gain adequate information on the smart home ecosystem, i.e., how
their data is processed and stored. They might even have miscon-
ceptions that hinder them in making a decision that matches their
privacy needs. Informing bystanders and adjusting their mental
models to support them making their decision constitutes a funda-
mental challenge since the growth of smart environments would
demand bystanders to make many decisions.

6.5.3 Mode Challenge. Owners and bystanders wish for a device
mode that considers the presence of bystanders. Based on the het-
erogeneity of IoT devices, the introduction of such a mode is not
trivial from the bystander perspective. While owners could config-
ure such a mode to match their privacy needs, there should also be
a way for bystanders to reflect that. Analogously to the awareness
challenge, increasing discreetness and number of IoT devices de-
mand solutions that go beyond a simple visitor mode. Means for
bystanders to express their needs are required in a scalable manner.

6.5.4 Support Challenge. Ordinary owners and also bystanders
cannot be considered to be experts for IoT devices. Therefore, they
need to be effectively supported when adjusting the entire smart
environment to their needs.

6.6 Opportunities for Future Investigations
The bystander view in our study revealed a lack of awareness of
the data collection. Bystanders might struggle to judge whether a
device is smart. To raise awareness, methods for status communi-
cation form an important part of future work. In particular, design
solutions for IoT devices with clear status communication should
be investigated. Also, other means for raising awareness should
be investigated, such as the communication of data collection by
information sources different from the smart device. Awareness

of the device’s status, however, is not sufficient, bystanders need
means that support them in finding out where their data is stored,
how long it is stored and who has access to it.

When being aware of the data collection, bystanders require
means to exert control over it. Future studies should investigate
such means and their impact on the owner of the device and further
bystanders. In particular, it should be investigated how bystanders
can express their preferences to the smart environment and the
extent to which this can be performed automatically.

Participants in our studies named different measures that they
would take to protect their privacy. The specific impact of those
measures on other persons is unclear. Therefore, the effectiveness,
as well as the impact of privacy-preserving behavior, should be
investigated. Even if owners realize a privacy violation rooted in
the output of an IoT device, it is unclear if they act and how. Thus,
future studies should investigate means for device owners to adjust
the output in the presence of bystanders. We interviewed partici-
pants and did not observe their behavior. We consider a field study
of privacy violations that result from the presence of bystanders
and the real behavior of people of great importance. This is based
on statements from our participants that mention that they are
uncertain whether they would take the measure in reality. We fur-
thermore did not interview the bystander group of children that
live in a smart environment. Since their privacy perceptions might
differ from their parents [38, 52], their specific perceptions should
be investigated.

6.7 Limitations
Finally, we reflect on several limitations of our work. We inter-
viewed rather young participants that gained familiarity with IoT
devices during our study. While this reflects the bystander scenario,
it cannot provide insights on frequent visits to smart environments.
Future studies should extend both views considering an older sam-
ple. We deliberately limited the devices that we investigated in our
study to those that are already available on the market. Most of the
devices are rather obvious. Future IoT devices might be more unob-
trusive and discreet and thus result in even more awareness issues.
Thus, future studies should investigate unobtrusive and discreet
devices. We conducted a qualitative study which based on its nature
does not provide quantitative conclusions. Thus, our work serves as
a stepping stone for investigating privacy violations and concerns
that arise from the presence of bystanders in smart environments.
Future studies should shed light on the quantitative aspects of the
investigated views.

7 CONCLUSION
The market for IoT devices is growing. Alongside with benefits
offered by such devices, new privacy risks are introduced into the
users’ homes. This does not only concern the user of the smart
home device but also any person that is present in the smart home
environment. Therefore, the presence of bystanders can result in
privacy violations: the privacy of the bystander might be affected
by the data collection in their surroundings and the user’s privacy
might be affected by the bystander observing the output of devices.
Our work aimed to shed light on these potential privacy violations
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conducting in-depth interviews with 42 participants. From our find-
ings, we learn that bystanders are concerned about data collection
in their surroundings. They wish to be aware of it and to control
the data collection but struggle to gain awareness and to exert con-
trol. Users, on the other hand, more often consider convenience
and access to information than bystanders when placing devices in
their homes. When confronted with privacy, they express the need
for detailed controls to adjust the output. Both views show that
bystanders already have to be considered during the design of smart
home devices. Our findings lay the groundwork for future studies
of bystanders in smart homes. Obvious situations like recordings
with cameras do not seem to be problematic, it is the cases in which
the status or even the existence of a device cannot be judged. Thus,
the increasing number of IoT devices and their discreetness raise
new challenges for the design of future smart environments. We
provide specific challenges for the design for the future smart envi-
ronment based on the results of our studies. We point to a lack of
available solutions in existing IoT devices and environments that
respect both users and bystanders. If only one side is respected the
self-determination of the other is fundamentally reduced and the
reaction will be "I don’t know how to protect myself". Future works
should address this gap by providing scalable solutions that reduce
the burden from users and bystanders by for instance automation
or delegation.
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