
Can a Mobile Phone in a Pocket Reliably Recognize Ambient Sounds ?

Tobias Franke, Paul Lukowicz, Kai Kunze and David Bannach
Embedded Systems Lab

University of Passau, Germany
Email: franke@fim.uni-passau.de, {paul.lukowicz, kai.kunze, david.bannach}@uni-passau.de

Abstract

We investigate how different locations inside clothing
influence the ability of a system to recognize activity relevant
sounds. Specifically, we consider the recognition of sounds
from 9 household and office appliances recorded using an
iPhone placed in 2 trouser pockets, 2 jacket pockets, a belt
holster and the users’ hand. The aim is not to demonstrate
good recognition rates on the above sounds (which has been
done many times before) but to compare recognition rates
from the individual locations and to understand how to best
train the system to be location invariant.

Introduction
Mobile phones are an attractive platform for activity

recognition in real world applications [3], [6]. So far, mostly
accelerometers and location sensors (GPS, WLAN finger-
printig) built into phones have been used. In this paper we
aim at the use of mobile phones for sound recognition.
Previous work has demonstrated the usefulness of audio
information in many scenarios [7], [2], [1]. Obviously,
a mobile phone has a microphone. We have also previ-
ously demonstrated that reliable, relevant recognition can be
achieved with computational resources far below those of
a modern smart phone [5]. The same work has shown that
sampling rates and frequency ranges comparable to what
is used in telephony are sufficient for many recognition
tasks. However, all the above work has been done with the
microphone well exposed to the sound (worn on the wrist
near the source of the sound or attached to the outside of
clothing). A mobile phone on the other hand, is mostly inside
a pocket or a bag. Even if worn on a belt, it is often covered
by a jacket or a sweatshirt. This paper investigates how
being at different locations inside clothing influences the
recognition capability. Specifically we answer the following
questions:

1) Can meaningful sound recognition be achieved with
signals recorded from a microphone of a mobile phone
carried at typical locations inside clothing ?

2) How far will the performance degrade when we train
and test while at different locations

3) Can noise caused by the phone rubbing on the pocket
be distinguished from external (interesting) sounds ?

We have based our choice of phone locations on [4] which
found out that people mostly carry mobile phones in trouser
pockets, upper body pockets, a belt holster or a bag. For
our investigation we concentrate on the first three and leave
out the bag because we are interested in indoor activity
recognition, where people are unlikely to be carrying a bag.

Experimental Setup
For the recordings we used a pair of golfing trousers,

jeans, a leather jacket, a sports jacket, and a belt holster,
which was covered by a light jersey. In order to get a baseline
we also made recordings under ideal circumstances which
means holding the phone directly at the source of the sound.
Whenever recording from the inside of a pocket we placed
the phone in a way that would make it most usable (e.g. to
answer an incoming call) right after it’s been pulled out of
the pocket (see Figure 1).

We consider sounds that have been used in previous
work and are relevant to indoor (household, office, work-
shop) activity monitoring: printer, copier, coffee machine
(more specifically the grinding phase),drill,hot air gun, mi-
crowave,toilet flush,bathroom water tap and water boiler. We
also recorded the noise caused by the fabric of the clothing
rubbing on the phones’ microphone when moving and the
background noise in an otherwise silent office room.

The sounds were recorded with an iPhone using our own
data logging software and evaluated off-line in MATLAB.
Altogether we made 990 recordings with a sampling fre-
quency of 8 kHz - 15 for each sound and location. Out of
those 15 recordings 5 were used for training the classifier
and 10 were used for testing purposes. In case of sounds such
as the coffee grinder we recorded the noise at full length.
However, in case of longer and more repetitive sounds
such as the water boiler we only recorded for a period of
approximately 10 seconds. Since we always operated the
devices during the recording the typical distance from the
object was an arms length or about half a meter. As men-
tioned earlier we also made some reference recordings under
ideal conditions where the recording distance was about
20 cm. The classification was based on methods we have
previously used for similar problems [5]. A 512 point FFT
was performed on frames 4000 samples (around 0.5 seconds)
long. The feature space dimension was reduced with an LDA
and a KNN with k=3 was used for classification. In addition
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Figure 1. Locations (A: Belt, B: Sports Jacket, C: Golf Trousers, D: Leather Jacket, E: Jeans, F: Ideal Recording)

to the frame by frame classification we also performed a
majority decision over all frames of a single recording (5 to
15 depending on sound).
Results and Conclusions

When trained and tested on the same location the results
were between 90% (leather jacket) and 97% (golfing trousers
and hand) for frame by frame recognition and between 98%
(interestingly for the clean data) and 100% (for all the
others) for the majority decision. This clearly shows that
the answer to our first question is yes: it is feasible to do
good quality recognition with the phone inside clothing.

Figure 2 shows the results of testing on different locations
when the system was trained on the ’clean’ (in the hand)
data and on a mix of data from all locations (except the one
on which it was tested). The results for ’clean’ training are
poor for both frame by frame and majority decision (around
60%). This shows that the damping induced through clothing
has a significant influence on the spectral composition of
the sound and has to be appropriately modeled to achieve
reasonable performance. The effect of the damping depends
on the sound. While microwave, printer, toilet flush, coffee
grinder and background had a recognition rate of 90% to
100%, the rates for the remaining sounds dropped to 0 (hot
air gun) 10% (water tap and water boiler) and 5% (drill).

The following results indicate that the damping model is
reasonably independent of the type of clothing. When trained
on a mix of locations the results are close to what we have
seen when testing and training on the same location (80%-
90% on frame by frame and 100% in majority decision).
When trained on one and tested on another location (Figure
3) the recognition rates (majority decision) are between 80%
and 100% with an average around 90%.

With mixed training data we had a 100% recognition rate
with majority decision. This included the noise of the phone
rubbing against the pocket when walking. On a frame by
frame base the recognition rate for the ’rubbing’ was 91%.
Thus the answer to the third question is also yes: the noise
caused by the phone moving around in the pocket can be
well separated from relevant external sounds.
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