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ABSTRACT KEYWORDS

As the day progresses, cognitive functions are subject to
fluctuations. While the circadian process results in diurnal
peaks and drops, the homeostatic process manifests itself in
a steady decline of alertness across the day. Awareness of
these changes allows the design of proactive recommender
and warning systems, which encourage demanding tasks
during periods of high alertness and flag accident-prone ac-
tivities in low alertness states. In contrast to conventional
alertness assessments, which are often limited to lab condi-
tions, bulky hardware, or interruptive self-assessments, we
base our approach on eye blink frequency data known to
directly relate to fatigue levels. Using electrooculography
sensors integrated into regular glasses’ frames, we recorded
the eye movements of 16 participants over the course of two
weeks in-the-wild and built a robust model of diurnal alert-
ness changes. Our proposed method allows for unobtrusive
and continuous monitoring of alertness levels throughout
the day.

CCS CONCEPTS

« Human-centered computing — Ubiquitous and mo-
bile computing systems and tools; Human computer in-
teraction (HCI);  Hardware — Sensors and actuators;
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1 INTRODUCTION

Human cognitive and physical performance are heavily de-
pendent on the daily 24-hour cycle. While a biological rhythm,
which is chronically out of sync, can cause serious health
problems [18, 65], time-of-day variations have a significant
impact on our everyday cognitive performance [56] affecting
alertness and fatigue levels. This is due to the so-called Home-
ostatic Process (HP), which constitutes the increasing urge
to sleep with prolonged wakefulness [11]. When working
long hours this has been shown to lead to an increased risk
of making mistakes and subsequently causing accidents [32].
Such hours are common practice in some professions, includ-
ing pilots and medical staff, which demand extended work
shifts [44]. On top of this, vehicles are often operated at late
hours after a full day of work, where high fatigue levels
and sleepiness has been shown to lead to delayed breaking
reflexes [8, 36] with often fatal consequences.

Sleep deprivation leads to slower Reaction Times (RTs),
which negatively affects task performance [57], including
cognitive performance, which shows in a deterioration of
vigilance and alertness levels [17, 66]. Vital biological signals,
such as body temperature and heart rate, also underly the
influence of our “biological clock” [45], which describes the
endogenous, idiosyncratic fluctuations in wakefulness. These
fluctuations are in part due to the Circadian Rhythm (CR),
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which is among others responsible for the post-lunch dip in
vigilance despite a night of proper rest [2, 66].

Changes in alertness and fatigue also affect higher cogni-
tive functions, such as reasoning and working memory [56].
It is, therefore, necessary to find ways to identify these
changes in order for automated systems to be able to detect
and predict these variations. The resulting cognition-aware
systems are capable of identifying cognitive capacities and
can dynamically adjust and respond to desirable and unde-
sirable states, e.g., by scheduling tasks effectively, triggering
reminders to take a break in times of sleepiness, or turning
off notifications to prevent interruptions when productivity
is high [25, 52].

Traditional methods to assess alertness fluctuations in-
clude constrained settings or unpleasant and laborious proce-
dures, such as extended measures in enclosed and controlled
environments, so-called sleep labs, or repeated measure-
ments of core body temperature through rectal probes [35,
45]. Recent developments in mobile and sensing technol-
ogy have enabled everyday devices, such as smartphones,
watches, and wristbands to become sophisticated trackers of
our daily activities. They enable us to measure physiological
signals, including heart-rate and blink rate around the clock.
Data collected in this way has been shown feasible for analy-
sis, detection, and monitoring of cognitive states: Abdullah et
al. [3] and Dingler et al. [26] have proposed mobile solutions
for tracking cognitive capacities (e.g., alertness) based on data
from smartphones. A major shortcoming of these proposed
systems, however, is that the alertness measures are limited
to phone usage, but fail to collect measures when the phone
is not being used, such as while driving, in social gatherings,
or during intense work sessions. Furthermore, since inter-
actions with the smartphone or any other sensing device
require active engagement, attention would be drawn away
from the actual activity users were engaged with. To avoid
these distractions and fill the occurring gaps of monitoring,
we propose an unobtrusive, continuous logging technique
based on monitoring eye movements.

To enable people to accurately track their fatigue levels in
their everyday lives, we propose a solution utilizing sensing
glasses to record Electrooculography (EOG) signals for de-
tecting the characteristic eye movements occurring during
eye blinks. Different studies have demonstrated that fatigue
is directly related to changes in eye blink features, such as
frequency and duration: greater fatigue causes higher Blink
Frequency (BF) and longer blinks [12, 58]. In this research,
we use an off-the-shelf eye-tracking device to unobtrusive
collect eye movement data and detect changes of fatigue. We
conducted an in-the-wild study to validate BF as a predictor
of changing fatigue levels in everyday situations: for two
weeks, participants periodically completed self-assessments
in the form of psychomotor-vigilance tests for providing
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ground truth while wearing commercially available glasses
equipped with EOG sensors. We found a statistically signifi-
cant, positive correlation between BF and RTs meaning that
blink frequencies increase along with reaction times (i.e.,
slower reflexes) over the day.

The main contribution of this work is as follows:

e We present results of a 2-week in-the-wild study show-
ing the connection between increasing reaction times
due to the homeostatic process and rising blink fre-
quencies throughout the day.

e We present a model which allows continuously recor-
ded EOG data and the resulting eye blink frequencies
to predict fatigue level changes in everyday settings.

e We publicly release our dataset along with Psychomo-
tor Vigilance Task (PVT) measurements and self-assess-
ments, which amount to 2,860 hours of EOG data and
1,047 ground truth assessments from 16 participants
collected in-the-wild *.

2 BACKGROUND

The work presented here builds upon research from the fields
of cognitive psychology, wearable sensing, and cognition-
aware systems.

Alertness and Fatigue

Alertness is a psychomotor quality, which describes our readi-
ness to respond to stimuli but also plays a role in our higher
cognitive functions affecting our productivity, decision mak-
ing [50], and memory [63]. Throughout the day, our alertness
levels succumb to systematic changes [29]-subject to circa-
dian rhythms—resulting in phases of high alertness, during
which we can perform tasks with high precision and phases
of low alertness, during which we have a hard time concen-
trating [10, 59]. Awareness of these fluctuations enables us
to gain an understanding of productive hours during the
day, but also avoid critical work prone to accidents due to fa-
tigue [22]. “Fatigue and subjective sleepiness [...] express the
relationship that exists between alertness and performance
during wakefulness on the one hand and sleep on the other
hand” [66]. Fatigue, therefore negatively affects alertness,
resulting, for example, in slower reaction times.

Our biological clock regulates our cognitive and physical
performance during waking hours creating circadian rhyth-
micity. Consequently, levels of cognitive performance, fa-
tigue and alertness are changing throughout the day. Knowl-
edge of these rhythms can provide so-called cognition-aware
systems with a “window into [our] mind” [67] allowing them
to adjust to the user’s current cognitive capacities. Alertness

!https://github.com/tagbenja/Fatigue_EOG_Raw
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levels can be assessed through subjective as well as objec-
tive measures: subjective measures commonly refer to self-
assessments, such as the Karolinska Sleepiness Scale (KSS)
describing the perceived state of drowsiness [4] and the Stan-
ford Sleepiness Scale (SSS), which inquires an imminent sleep
onset [34]. Such assessments, however, do not only require
prompting users throughout the day and therefore cause
interruptions and can be prone to subjective biases [28, 66],
but are often not accurate, because of impaired cognitive per-
formance due to sleep deprivation [5]. Objective measures,
on the other hand, can be based on different performance
assessment tasks, such as search and find tasks and reaction
time tests [66].

One of the most widely used tests for measuring alertness
is the PVT, which measures the reaction times of users to
visual stimuli appearing at random time intervals [23]. The
PVT has since been adapted to mobile phones [43] and inte-
grated into cognitive assessment toolkits [26]. In our work,
we use the PVT to establish a ground truth for alertness
levels throughout the day.

Sensing In-The-Wild
Traditionally, investigations into people’s alertness levels
required constrained lab studies, cumbersome examinations,
such as rectal temperature monitoring, or powerful medi-
cal devices, such as Functional Magnetic Resonance Imag-
ing (fMRI)s [35, 45, 48]. With new developments in mobile
sensing, medical grade equipment is not crucial anymore
for the research of cognitive states as Pielot et al. [51] have
shown in their work of identifying states of boredom through
mobile phone usage. The resulting models were subsequently
deployed in applications to trigger reading as well as learning
reminders throughout the day [27]. In order to put findings
to a test and validate lab-results in unconstrained settings, in-
the-wild (or in-situ) studies have been shown to be the right
testbeds [37, 53]. Nevertheless, due to the strong fluctuations,
individual characteristics, and masking factors influencing
measures of cognitive performance, noisy data recordings
are a common issue [13, 54]. For example, an increased in-
take of caffeinated drinks can mask a person’s sleepiness at
a certain point in time. In-the-wild studies do not allow to
control for influencing factors in the natural environment
and, therefore, require big groups, long-term experiments,
or mathematical models to control for sources of noise.
Abdullah et al. [3] recently introduced a machine model
to predict alertness levels based on phone usage. The caveat
of such models is that they require users to actively use their
phones. Unobtrusive, but permanent sensing would provide
amore holistic picture of people’s alertness levels throughout
the day and prevent unnatural behavior.
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Eye Data and Electrooculography

Eye movement, as well as Electroencephalography (EEG)
data, has been shown to provide insights into cognitive states
and processes [15, 47]. EOG sensors, in particular, use the
electrical activity caused by eye movements, which we uti-
lize in our work to record eye blinks for monitoring alertness
levels. Even though the number is highly flexible and de-
pends on subjective conditions and environmental factors,
eye blinks occur at an average of 15-20 times per minute [9].
Eye-blinking is not only responsible for lubricating and clean-
ing the eyeball but is also directly related to neural activ-
ities [31, 59]. Studies have demonstrated that about one-
third of our natural eye blinks are sufficient to fulfill the
cleaning function [41], meaning that the remaining blinks
serve a different purpose [60]. Recent studies have shown
that when humans are engaged in social communication
situations their blink patterns change significantly. Espe-
cially states of arousal, cognitive engagement, and emotional
changes have a direct impact on the blink frequency [49].
Moreover, blink rates have been shown to increase with rais-
ing fatigue levels while eye movement speed decreases and
blink durations get longer [55]. Recent works, such as by
Haq et al. [33] present highly accurate methods to detect
eye blink rates of drivers indicating drowsiness and fatigue
levels. While the application case is limited to the user being
in front of the stationary camera setups, the necessary image
processing, and computer vision algorithms [46] require con-
siderate computational complexity [54]. Less cumbersome
setups are made possible by mobile systems, which often
rely on commercially available head-mounted infrared cam-
eras installed in eye trackers [42] or on infrared reflectance
sensors [19]. While the utilized bright infrared light bears
an inherent risk of irritating the eye through the emitted
heat if not properly set up, different works have also shown
that these systems are likely to produce faulty measurements
because of changing light conditions [40, 64], rendering their
in-the-wild use as not feasible.

EOG-based systems have been successfully used for activ-
ity recognition in the past [14], but required sensors to be
attached to the face and connected with a computing unit
through cables, which rendered the setup rather intrusive.
The possibility of integrating EOG sensors into regular pre-
scription glasses makes this technique feasible to consistently
track eye movements throughout the day in an unobtrusive
way. EOG is immune to any form of light changes enabling
eye movement measurements in well-lit (outside, daytime)
as well as in dark environments (inside, nighttime). EOG
utilizes the electrical potential difference between the cornea
(+) and the retina (-), which changes when the eyes move.
When closing the eyelid during a blink, eyes perform a char-
acteristic nose- and downward oriented motion that can be
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measured by electrodes correctly placed around the eyes and
nose [20]. EOG offers a robust, low-power sensing solution
capable of monitoring complex consecutive eye movements,
rendering it ideal for recordings in everyday situations as
well as a using it as a possible input modality for HCI and
ubiquitous computing applications [13, 62].

Cognition-aware Systems

With the technique presented in this paper to unobtrusively
and frequently measure alertness levels throughout the day,
we aim to advance the development of systems that become
cognition-aware [13, 24, 28].

Such systems are capable of adjusting user interfaces to
the user’s current cognitive capacities, therefore avoiding
frustration and boosting productivity levels [25].

The tracking method presented in this paper paves the
way towards an unobtrusive, yet continuous assessment of
alertness levels to inform systems about the user’s cognitive
state.

3 METHOD

The aim of this study was to continuously record EOG data
throughout the day and, hence, to investigate the correla-
tion between alertness fluctuations and blink frequencies.
We, therefore, used an in-the-wild approach to record a data
set that would enable us to identify fatigue changes in an
unconstrained, everyday setting. We adhere to Van Don-
gen and Dinges’ definition of fatigue as a "loss of desire or
ability to continue performing" [66]. Rising fatigue levels,
therefore, coincide with declines in alertness and cognitive
performance [10], which can be measured by investigating
changes in RT [55]. To validate the alertness level ground
truth we created a mobile app, which periodically prompted
participants to complete a sequence of PVT to collect reac-
tion times as measures of alertness together with the time of
day. In addition to this, the app also collected data on partic-
ipants’ sleep patterns, self-assessed sleepiness, and naps as
well as caffeine intake (see Figure 2).

Apparatus

We adapted the mobile toolkit by Dingler et al. [26] to col-
lect our ground-truth data. The toolkit based on Android
features a task battery enabling the assessment of alertness
and different higher cognitive functions. Since the PVT has
been shown to provide the greatest amount of data points
and most accurate alertness measures, we limited assess-
ments to this one and left out the other two task types pro-
vided. For collecting the EOG data, we used off-the-shelf JINS
Meme? [38] glasses. These are sensing devices equipped with
EOG sensors around the nose for measuring eye movements

Zhttps://jins-meme.com/en/
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Figure 1: JINS Meme glasses and closeup of the Electroocu-
lography (EOG) electrodes.

and blinks, motion sensors (accelerator and gyroscope) for
recording head movement and postures, and a Bluetooth
LE (low energy) module for data transmission (Figure 1).
We used the academic version of the glasses with a 50 Hz
sampling rate and access to raw data for all EOG and In-
ertial Measurement Unit (IMU) recordings. Together with
the JINS Meme devices, we handed out Xiaomi mi4c smart-
phones to our participants, which recorded the EOG data
as well as contained and triggered self-assessments every
two hours (+20minutes). After each self-assessment, the PVT
commenced with 10-15 rounds with random delays of 2-8 sec-
onds between visual stimulus onsets resulting in test lengths
of 20-120 seconds plus the individual RT for each round. The
app recorded reaction times as well as the number of false
attempts, such as taps that were made prematurely (faster
than 100 ms) or too late (later than 3000 ms) in order to re-
move outliers and noise. A notification service running in the
background made sure that participants were notified of the
next pending survey in 100 - 140 minutes intervals. The goal
of this implementation was to spread out measurements and
collect a representative sample of fatigue measures through-
out the day. If a notification was not immediately responded
to, the application sent a new notification every five min-
utes until the participant finished the survey. To avoid sleep
interruptions, we enabled a pausing function that stopped
the notifications for a number of hours selected by the user.
In cases where the user woke up earlier than planned, she
could manually start the first/next survey. All recordings
were stored locally on the phone and processed after each
participant finished their study.

Participants

Through professional networks and university mailing lists,
we recruited 16 participants (7 female) with a mean age of 28
years (SD = 5.03). All participants had normal or corrected to
normal visual acuity, had no clinically significant problems,
or were taking fatigue-inducing medication throughout the
time of the study. The attendants who finished the full course
of the study were compensated with JPY3,000 (i.e., ca. 30
USD).
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Procedure

We invited participants to our lab for an initial briefing ses-
sion, where we introduced them to the purpose and proce-
dure of the study and explained the functionality and controls
of the smartphone and EOG glasses as well as how to charge
either. All instructions were additionally handed out in writ-
ten form before participants were asked to give their written
consent. The study instructor then set up the equipment and
demoed the different parts and functions of the smartphone
application (Figure 2). Each briefing session took between 45
and 60 minutes. Necessary charging devices were provided
as well.

The study ran for 14 days during which we asked partici-
pants to wear the JINS Meme throughout the entire waking
day, i.e., from the moment they woke up until the time they
went to bed, except for times of showering, bathing, swim-
ming or other activities that would cause a risk to the user or
the device. In the morning, the participants had to connect
the glasses to the official JINS Data Logger, an app installed
on the phone, and disconnect it in the evening. Since the one
battery charge of JINS Meme is officially stated to last up to
16 hours, we advised all participants to charge the devices
overnight in order to avoid possible recording interruptions
due to running low on power. The EOG sensors integrated
into the glasses’ nose pads and bridge, permanently logged
the eyes’ EOG potentials throughout participants’ regular
daily activities. Data collection commenced the morning
following each briefing. The app contained three different
surveys (see Figure 2): upon the first launch of the app, par-
ticipants were asked to provide demographic information.
Every morning, the app triggered a first survey asking partic-
ipants to indicate their wake-up time, the number of hours
slept and had to evaluate the sleep quality on a scale from 1
(=poor) to 5 (=very good). Whenever participants clicked on
a notification or opened the app, they were asked to fill in a
brief momentary assessment about whether they had had a
nap or any caffeinated drink within the time frame since the
last survey. Further, they were asked to assess their current
level of sleepiness on the KSS from 1 (=extremely alert) to 9
(=extremely sleepy) [39] (see Figure 2).

4 RESULTS

The goal of this study was to establish a relationship between
eye blink frequency and fatigue changes throughout the day.
Therefore, we need to verify the ground truth, i.e. changes
in RT. Additionally, we look at different influencing factors,
such as caffeine intake and sleep.

Over the course of the 14 days study, the 16 participants
responded to an average of 4.09 (SD = 2.01) assessment
tests per day, which accounted for an average of 65.44 (SD =
28.1) assessment test per person, with a minimum of 24
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today? describes your level of alertness
or sleepiness right now:

O 1. Extremely alert
4 s1 PM O 2. very alert
O3 Aent
4. Rather alert
2. How many hours did you O
2

sleep? O 5. Neither alert nor sleepy
Tap to select

O 6. Some sighs of sleepiness
3. How do you rate the quality of
your sleep? O 7. Sleepy, but no difficulty remaining awake

O1 O2 O3 O4 Os

O 8. Sleepy, some effort to keep alert

O 9. Extremely sleepy, fighting sleep ° °

Figure 2: Android Application functions from left to right:
daily sleep assessment, alertness self-assessment on the
Karolinska Sleepiness Scale (KSS), and Psychomotor Vigi-
lance Task (PVT) assessing reaction times

assessments and a maximum of 115 assessments, resulting in
a total of 1,047 PVT assessments. Throughout their waking
hours, participants were wearing the JINS Meme glasses that
permanently logged their EOG for a total of 2,860 hours of
EOG raw data. Assuming an average of 16 wake hours per
person and day, this would result in approximately 8.5 hours
of EOG recordings per person and day. In order to be able
to identify correlations between the reaction time and the
blink frequency, we analyzed the 10-minute period of EOG
data that directly preceded the respective assessment test.
We chose this time window prior to the assessment test to
avoid potential effects resulting from performing the PVT.

Ground Truth Validation: Performance Measures
Throughout the Day

The homeostatic process dictates that the longer a person is
awake, the stronger the sleep pressure becomes, resulting
in a decrease of task performance. To validate our ground
truth (i.e., PVT measures) and detect systematic changes in
the recorded performance, we fitted the data with a linear
mixed model. Results obtained from the PVT were related
to the deterioration of task performance throughout the day
resulting in longer RTs as the day progresses.

Tukey outlier detection showed that both User 2 and User
10 fell outside the 3rd quartile in their average RT, with
794.07ms (SD = 223.29) for User 2 and 798.67 (SD = 204.59)
for User 10, indicating either failure of equipment or failure
in conducting the task. After removing the data from outliers
and responses given during the night hours [1:00 a.m. - 6:00
a.m.], that accounted for 12 responses due to respective users’
unusual wake hours, there were 937 observations left in our
dataset for analysis. To be able to visualize the average trend
of the development of RT values over time, we binned the
average RT obtained through the PVT according to the hour
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Figure 3: PVT measurements per binned hour with outliers
(User 2 and User 10) removed.

in which they fell across participants. This means that the
bins have firm demarcations, which can lead to close times
being put in different bins compared to further away bins.
For instance, the pair [10:01 a.m. and 10:59 a.m.] would be
in the same bin, whereas [10:59 a.m. and 11:00 a.m.] would
fall in different bins. The binning also resulted in a greater
error due to the different schedules of the users and low-
ered the effect of the homeostatic process depicted in our
results. Nevertheless, rather than aiming at modeling the
homeostatic process, we found it expressed in our results as
a general increase in reaction times as the day progressed.
The distribution of the number of responses can be seen in
Figure 3. We furthermore fitted a trend line in Figure 4 in
order to emphasize the slowing of the reaction time over the
day. The binning has no effect on the results of the linear
mixed model since this uses continuous data. Nevertheless,
in order to visualize the collective trends and to enable the
investigation of potential circadian rhythmicity, we chose
hourly binning for our datasets.

We used recordings binned from 7:00 a.m. through 1:00
a.m. for our analysis. We fit a linear mixed model to the
raw data with PVT average as the dependent variable and
the fixed factors time of measurement (time of day in hours
and minutes, with minutes, converted into the decimal sys-
tem), self-rated sleepiness, consumption of caffeinated drinks
in the preceding two hours, and naps in the preceding two
hours. Caffeinated drinks and naps were treated as categori-
cal variables and participating users were treated as a random
factor. We corrected for multiple comparisons by using the
Holm-Bonferroni procedure. Our analysis showed that time
of assessment affected RT (y%(1) = 10.12, p = 0.002), increas-
ing it by about 2.34 milliseconds +0.73 (standard error) per
hour added throughout the day. The model was validated by
a robust linear mixed model which accounts for the effects
of outliers. The results were similar and the significant fac-
tor was retained. The increase in RT in our PVT recordings
implies a deterioration of alertness with progressing time
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Figure 4: Visualization of variation in RTs across the day,
as tested by a PVT (blue). The displayed trend line shows
slowing of the reaction time over the day.

awake and constitutes the homeostatic process. An analysis
for a significant influence of the circadian process on the
RT, an omnibus test (ANOVA), did not reveal any signifi-
cant results. Figure 4, however, shows patterns that coincide
with findings of previous works [26], e.g., the peak perfor-
mance times in the hours between waking up and noon, the
afternoon dip around 12 p.m. as well as the evening peak
performance period in the 8 p.m. bin.

Test for a possible influence of caffeine and naps have not
yielded any statistically significant effect on RT. Furthermore,
self-assessments of sleepiness did not show significant rela-
tion to the depicted RT fluctuations. In summary, the analysis
of the PVT recordings eventuated in a clear presentation of
the impact of the homeostatic process on task performance
throughout the day, rendering our ground-truth validated.

Eye Blink Frequency as an Indicator of Fatigue

In the following, we present our blink detection algorithm
and its validation, and the blink data analysis and results.

Blink Detection

Before analyzing the collected EOG data for eye blink fre-
quency changes, we validated our blink detection algorithm
in a pre-study. We collected EOG data of one person in two
different settings. In order to have a mobile setup that allows
for in-the-wild recordings, we installed two Pupil Labs eye-
tracker [42] cameras on the J'NS Meme frame, one arm on
each temple so that the cameras can point at the wearer’s
eyes. This enabled us to record video of the eye movements
synchronous with the EOG signals from the glasses’ sensors
without putting intrusive devices or sensors on the wearer’s
body. These videos were used to manually label eye blink
events. The test person had to wear the modified spectacles
once while sitting in our lab resting and once while taking a
walk outside. We complied to Ding et al.’s [21] recommenda-
tion that eye blink recordings shall at least be five minutes
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Figure 5: Plotted EOG data showing three detected (red dot)
blinks in the vertical EOG.

long, because of eye blink frequency’s natural tendency to
fluctuate.

To estimate the eye-blink frequency, we apply a peak de-
tection algorithm to the vertical components of the EOG
collected with JINS Meme. The transmission rate of the de-
vice is with 50 Hz half of the EOG sampling rate of 100 Hz,
which results in a split of the original vertical value EOGy
into EOGy; and EOGy; packages. After combining the verti-
cal EOG values EOGy; and EOGy;, we used a low pass filter
(Butterworth filter) to remove noise from the data. After fil-
tering, the algorithm normalizes the data and moves a sliding
window, with step size 0.01 sec over the data stream. Since
eye blinks are characterized by a peak followed by a dip, the
algorithm uses two thresholds th_right and th_up_to_down
to detect blinks. th_right describes the height of the pos-
itive peak, i.e. the amplitude of the first and higher peak,
and th_up_to_down describes the vertical distance between
both peaks, i.e. the vertical distance between the highest
point of the first peak and the lowest point of the second
peak. In order to fully identify a blink, three conditions have
to be fulfilled. Firstly, the height of the first peak has to be
bigger than th,. Secondly, the vertical distance (the differ-
ence between y-values of both peaks) between both peaks
has to be larger than th, 4. Thirdly, the larger peak has to be
followed by the lower peak, as can be seen in Figure 5. The
detection algorithm was programmed in Python.

Validation

In order to validate the blink detection algorithm, and iden-
tify thresholds and window size for the blink detection, we
compared the number of identified blinks in our resting and
walking EOG data sets to the manually labeled blinks in
the recorded video of the eyes. An eye blink in the record-
ings, shot by the eye tracking cameras, was counted when
both eyes were simultaneously closed, with full closure not
lasting longer than one second. We flagged in total 54 blink
events throughout the five minutes of the resting state, and 84
blink events throughout the walking state. We achieved the
most accurate blink detection with a th, of 0.8, and a th,4
of 2.0. The best sliding window size was identified to be
0.34 seconds. Our algorithm detected 61 blinks/5min (12.2
blinks/min) in the EOG data of the resting person, and 81
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blinks/5min (16.2 blinks/min) when the user was walking.
This reveals a margin of error of +12.5% (+7 blinks) for the
resting state, and -3.7% (3 blinks less) for the walking state.

Correlation Analysis

After running the blink detection algorithm with the val-
idated threshold and window size settings, we fit a linear
mixed model to the raw data with the RT obtained from the
PVT readings as the dependent variable and BF. The partic-
ipating users were treated as a random factor. We use the
time codes of the PVT recordings to identify the times of
assessments and extract the 10-minute EOG data segments
that precede each assessment test. Pilot tests with different
window sizes showed that the 10 min window yielded the
best results as it is sufficiently large to collect a reasonable
amount of data and small enough to still resemble a cur-
rent, cognitive state. We removed 324 segments that did not
contain any data, deriving from hardware issues, leaving
623 segments of valid EOG data. The 623 analyzed EOG seg-
ments yielded an average blink frequency of 11.4 blinks/min
(SD = 12.7). Our analysis shows that BF changes with RT
(x*(1) = 4.32,p = 0.001), expressed in an increasing RT by
about 1.64 milliseconds +0.38 (standard error), and BF of +1
blink/min.

We corrected for multiple comparisons by using the Holm-
Bonferroni method. The model was validated by a robust
linear model which accounted for the effects of outliers. The
results were similar, and the significant factor was retained.
The results show that BF is an indicator for fatigue expressed
in changes of RT (Figure 6, which coincides with the related
literature [9, 59].

5 DISCUSSION

Results of our study show eye blink frequency to be a fea-
sible indicator of an alertness-related performance decline
throughout the day. Using unobtrusively collected EOG data,
we validated the connection between an increase of reaction
time (1.64 ms per hour) and a rising blink frequency (+1 blink
on average per minute) as the day progressed.

While we collected alertness ground truth through assess-
ment tasks, we used those to validate the connection between
eye recordings and fatigue and showed the feasibility of un-
obtrusively monitoring fatigue levels. For future studies and
applications that take into account users’ alertness levels,
the form factor of normal glasses provides the possibility to
continuously collect fatigue data with users no longer being
required to wear additional hardware and being released
from following potentially interrupting self-assessment pro-
tocols.

The app we used for collecting our data allowed partici-
pants to delay and pause notifications for assessments, e.g.,
for times of sleep, important work or school meetings in
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order to not excessively disturb their regular daily routines.
As soon as these situations were finished, participants could
manually respond to the assessments. To account for the
resulting unbalanced design, we used linear mixed models
that allow the statistical analysis of unbalanced datasets.
The models detected statistically significant correlations be-
tween the time of day dependent performance measures
(RTs), and BF obtained from EOG data sets being an indi-
cator of fluctuations in performance. Compared to related
work [66], we measured reaction times which were on av-
erage 100-200ms slower. This drift was proven systematic
throughout all measurements based on a system lag of the
smartphone/touchscreen used.

We validated the blink detection algorithm on only one
user because we deemed the activity context (rest, motion)
more important than individual signal differences. Eye blinks—
as measures of a rather basic physiological nature-do not
vary across humans to the same degree more complex behav-
iors and functions do (e.g., personality traits like extraver-
sion). External validity can, therefore, be assumed to be com-
parably high as the resulting characteristic EOG pattern (a
peak followed by a drop) is similar across users. Thus, we also
chose a single sliding window size, based on the best detec-
tion accuracy in our validation study. The detected average
BF of 11.4 blinks/min (SD = 0.4) is, nevertheless, lower than
the reported average rates in healthy humans [9]. Whereas
eye blink patterns are very susceptible to environmental fac-
tors such as humidity, lighting conditions, air streams, and
the activity a person is currently engaged in, EOG is prone
to noise from actions such as touches to the area around the
sensors and motions such as jumps and walking. We attribute
the lower measured BF to blinks not being detected by our
blink detection algorithm when the data was very noisy. The
blink detection algorithm showed these tendencies in the
validation study with a -3.7% (3 blinks less) detection rate
for the walking state.

Nevertheless, since the relative reaction times and BF
changes are of importance to our analysis and the drift is sys-
tematic across subjects, we deem the differences compared
to related works negligible. The patterns of the changes of
RTs throughout the day are consistent with former studies
on the homeostatic process. Even though tests for significant
hourly differences in RT were inconclusive, our data indi-
cates typical expressions of circadian rhythmicity, such as
peak performance times in the morning and evening and the
mid-day dip. We also tested for the correlations of caffeine,
sleep, and self-rated sleepiness on the RTs, but our models
did not detect any significant effects. We used the validated
KSS for self-assessment of sleepiness, which was not iden-
tified as a significant predictor for objective performance
measures. Since self-reports require a strong degree of self-
reflection and introspection, their reliability is reportedly
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prone to conflicting findings [28, 66]. Related studies by Ab-
dullah et al. [3] and Dingler et al. [26], also demonstrate only
weak correlations between self-assessments and objective
measurements.

The contribution of our work incorporates the design of
an unobtrusive system, based on off-the-shelf devices capa-
ble of continuously collecting users’ EOG data. From these,
eye blink frequencies can be determined and considered as
indicators of fatigue level variations caused by the latent
homeostatic process. Furthermore, we verified the relation-
ship between BF and RT in-the-wild over an extended pe-
riod of time. This clearly differentiates our work from the
large body of controlled studies relying on stationary se-
tups, which were conducted over relatively short periods of
time [7, 16, 68]. Compared to such controlled lab settings
we had to deal with a comparably noisy dataset through
the in-the-wild design. We collected data over 14 days while
participants went about their daily lives, which allowed for a
more representative data sample and compensation of extra-
ordinary events, such as a night of bad sleep. This resulted in
higher external validity but also more faulty data (29.2% of
the 10min EOG windows were empty, due to, e.g., undiscov-
ered disconnects). We averaged over multiple measurements
for noise reduction, but for creating user-dependent mod-
els, future work will require larger datasets from individuals.
Having validated the use of EOG in the form factor of normal
glasses to track changes in fatigue levels across the day, our
model now allows the development of a range of applica-
tions and research apparatuses for continuous data collection
in-the-wild. The presented model allows for building context-
aware systems that deploy blink rate measures as context
variables to inform real-time systems, including monitoring
fatigue levels to raise alarms in safety-critical situations or to
proactively adjust settings (e.g., silencing notifications dur-
ing fatigued periods). Additionally, we are releasing the data
collected throughout this study as a public dataset in order
to support further research and application development.

Application Scenarios

By integrating sensors in everyday devices, passive measure-
ments of physiological signals are enabled, and the burden
imposed on the user to self-assess is lifted. By using off-the-
shelf EOG sensors, such as integrated into JINS Meme, no
additional hardware is needed to track people’s alertness
across the day. This regular and unobtrusive data collec-
tion enables a wide range of possible application scenarios.
Context-aware systems can continuously support the phys-
ical and mental well being of their users by introducing
recommendations and interventions. In times of onsetting
exhaustion due to a demanding task, a reminder to take a
break can help to replenish cognitive and physical resources.
Systems that understand our biological clock and cognitive
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Correlation Blink Frequency and Reaction Time

Blink Frequency (in Blinks/min)
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Figure 6: Visualization of correlation between blink fre-
quency and reaction time (blue line). Linear trend is ex-
pressed in red line.

performance patterns can help us to schedule daily life ac-
tivities, such as a hairdresser appointment in time slots that
are usually defined by low alertness levels, whereas times of
high alertness could be used to schedule an important work
meeting. Momentary alertness assessments could inform
user interfaces to adjust their complexity or task difficulty
while long-term recordings of physiological data can be used
to detect dominant patterns and build accurate models, for
example for deciding on work shifts, and the best timing
for vacation days. Additionally, group and teamwork could
be timed in a way that members come together in periods
with the highest average degree of alertness among all group
members, allowing for flexible work times to become adap-
tive schedules responding to our biological rhythms. This
system could also help to better adjust to new time zones
in upcoming travels, and thereby help to tackle jet-lag more
effectively.

A major advantage of such systems is the ability to de-
tect in-situ changes in fatigue levels at any point in time.
Cognition-aware systems with this ability can intervene
when last-minute changes in fatigue patterns occur, e.g., in a
surgeon whose sleep was interrupted and who presents with
unusually strong exhaustion. Especially, the recently pro-
moted domain of semi-autonomous driving opens up a field
of possible applications. Autopilots in cars and buses (also
trains and plains) that are activated in as soon as the driver’s
fatigue level exceeds a certain threshold. This threshold can
adjust to the current speed of the vehicle and environmental
factors, by considering the impact of rain or snow on driving
conditions. A different field where cognition-aware systems
that react to our individual biological rhythms are promising
to have a strong impact is the educational sector. We all are
subject to our individual circadian rhythms [30]. Especially
our established education system is still widely ignoring the
fact that there are students with different chronotypes, who
preferably and demonstrably perform better in the evening
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hours than in the morning hours. Fatigue-aware systems
could help students study more efficiently and lower frustra-
tion for students and instructors, e.g., by identifying increas-
ing fatigue in a classroom among students. Teachers could
be notified, and change the teaching method, give a break,
or interact stronger with the students in order to increase
attention. Especially the unobtrusive and passive data log-
ging will ensure that distractions are widely avoided and no
active engagement with anything but the learning material
will be required from students.

Limitations and Future Work

One limitation of our setup is the susceptibility of the EOG
signal to noise. Since the EOG sensors are attached to glasses’
frames, their functionality is dependent on the proper place-
ment of the glasses on the nose. The sensors are adjustable,
and we made sure that every participants’ pair of glasses was
fitting well before the study started. Additionally, we ran
different test runs with each participant in the preparation
session to see how well the signal would be recorded. The
JINS Meme logger we used for our EOG recordings allows
monitoring the recorded signal in real time. Nevertheless,
when users touched their face, were moving quickly, were
turning their head rapidly and even when they used their fa-
cial muscles intensely, the EOG signal became noisy, likewise
observed by Rostamina et al. [54]. Removing the noise from
the dataset and finding the right thresholds for detecting
blinks properly was challenging. Additionally, even though
we tested every glasses-phone connection several times be-
fore the study, random disconnects lead to the removal of
ground truth data from our dataset.

Despite briefing all participants and asking them to try to
avoid touching their face, wear too much make-up, and to
check for disconnects, we were dependent on the diligence
and compliance of our participants while at the same time
not wanting to put too many constraints on them in order to
preserve the character of the in-the-wild design. Limitations
inherent to in-the-wild studies can also be seen as chances for
generalizing and validating findings, as for example, the lack
of control over the activities users were engaging in. A person
who reads a lot will have a lower average BF compared to a
person that is often engaged in conversations [9]. We believe
that even though our data set was sufficient to control for
these traits, we need a bigger set to find significance in the
impact of coffee and sleep on fatigue levels.

Even though unobtrusive and passive sensing makes a
step in the right direction, we still have to find ways to val-
idate ground truth data without putting too much burden,
especially on people who are skeptical of new technology
or even afraid of using it. Especially when it comes to in-
vestigating CRs and their influence on fatigue and alertness,
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we have to find ways to include older adults in the group of
participants, because age affects CR, too [6].

As mentioned earlier, blink duration is also directly related
to fatigue [12, 58]. An analysis for changes in blink duration
has not yet been included in our model. Whereas Bulling et
al. [14] managed to accurately detect blink durations with a
128 Hz sampling rate, the available rate of our off-the-shelf
device leaves the collection of data and subsequent analysis
of blink duration changes for future work.

In the future, we are planning to combine the findings pre-
sented with other physiological sensing modalities, such as
facial temperature changes for identifying cognitive load [1,
61], to identify more complex phenomena. For example, if we
are able to detect fatigue together with high cognitive load,
we can conclude that the person is dealing with complicated
contents or tasks, whereas high fatigue and low cognitive
load could be identified as boredom. By integrating these
functions in everyday devices, such as glasses, we make fur-
ther steps towards unobtrusive cognition-aware systems that
enable us to detect complex contexts in everyday situations.

6 CONCLUSION

Alertness levels decline as the day progresses as a result of
the homeostatic process. Measuring how this decline affects
fatigue levels can help systems to proactively alert users to
utilize phases of high alertness productively and refrain from
accident-prone activities during fatigued phases. Moreover,
the potential to continuously monitor data allows systems
to detect changes in routines, such as travels to different
time zones and can help to better cope with negative im-
pacts. In this paper, we present results from an in-the-wild
study showing the feasibility of using eye blink frequencies
to detect an alertness decline throughout the day. By un-
obtrusively collecting EOG data through sensors integrated
into normal glasses’ frames, we validated the connection
between an increase of reaction time and rising blink fre-
quencies as the day progressed. The model along with the
public release of the dataset collected allows future studies
and applications to assess users’ alertness levels without the
need for additional hardware or potentially interrupting self-
assessment protocols paving the way to building continuous,
unobtrusive sensing for cognition-aware systems.
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