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Abstract
In this paper, we describe Empathy Glasses, a head worn
prototype designed to create an empathic connection be-
tween remote collaborators. The main novelty of our system
is that it is the first to combine the following technologies
together: (1) wearable facial expression capture hardware,
(2) eye tracking, (3) a head worn camera, and (4) a see-
through head mounted display, with a focus on remote col-
laboration. Using the system, a local user can send their
information and a view of their environment to a remote
helper who can send back visual cues on the local user’s
see-through display to help them perform a real world task.
A pilot user study was conducted to explore how effective
the Empathy Glasses were at supporting remote collabora-
tion. We describe the implications that can be drawn from
this user study.
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Introduction
Empathy is defined by Alfred Adler as "seeing with the eyes
of another, listening with the ears of another, and feeling
with the heart of another" [1]. In this paper, we present Em-
pathy Glasses, a head worn prototype designed to create
an empathic connection between remote collaborators. The
glasses send to a remote helper a first person view from a
local user with facial expression and gaze information. A
remote helper has a pointer that is visible to a local user
via a head-worn display. The goal of this research is to en-
able a remote person to indeed see and hear from another
person’s perspective and especially to understand how
they are feeling. Although an early prototype, our research
makes the following contributions; (1) the first interface to
combine facial expression analysis and gaze tracking with a
see-through Head Mounted Display (HMD), (2) the first user
study of the effect of wearable facial expression sharing on
remote collaboration, and (3) a set of research implications.

Related work
Our research is based on previous work in the areas of
emotion detection, remote collaboration, and wearable
computing. Combining this research enables us to develop
glasses that enable a user to share their emotions remotely.

Since Picard developed the concept of Affective Comput-
ing [11], many researchers have worked on detecting affect
using facial expression, voice, body language and posture,
physiological cues and so on. Calvo and D’Mello [3] provide
an excellent summary of various methods for detecting af-
fect, showing for example, that facial expression tracking is
becoming a reliable way of detecting a user’s emotions.Our
earlier AffectiveWear glasses used photo reflective sensors
mounted around a glasses frame to reliable recognize a
number of facial expressions in an unobtrusive manner [9].
However this research focussed on recognizing a single

user’s emotional display and not on creating a shared expe-
rience.

Recently research has found that sharing emotion can im-
prove performance on remote collaboration tasks. Eligio
et al. [15] showed that remote collaborators who shared
their emotions improved their understanding of each other’s
emotions and had a more positive experience during com-
puter supported collaborations. Similarly Molinali et al. [10]
found that emotion sharing was positively correlated to the
perceived intensity of positive emotions after collabora-
tion.Tan et. al. [14] developed a video conferencing system
that automatically shared physiological cues with a remote
user and found this significantly increased the positive af-
fect score compared to audio only conferencing. However
this research was all done on desktop systems and did not
support remote shared viewing. The remote users were
not able to see what the local users were seeing in their
workspaces.

A key part of creating an empathic connection is being able
to see from another person’s perspective. There have been
many studies that exploreed the use of head worn cam-
eras (HWC) for remote collaboration, such as [2], [5]. This
enables one user to see what another is doing, and when
combined with a head mounted display (HMD), allows the
remote user to provide visual feedback. For example, Bauer
et. al. [2] showed how a HWC and HMD could be combined
with remote pointing to significantly improve collaboration.
However, these systems don’t combine a head worn eye
tracker with a HMD and HWC, so it is difficult to know ex-
actly where the user is looking in the video sent from the
HWC.

Fussell et al [6] have developed a system with a HWC with
an attached eye tracker, which sent real time workspace
video along with the user’s eye gaze details to the mon-
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itor of a remote helper. In a user study comparing using
the HWC and eye-tracker to a wide-angle scene camera,
the results showed a clear value for the scene camera, but
no benefit from the HWC with eyetracking. However in this
case the user with the HWC was not wearing a HMD and
so the remote user could only provide audio feedback. To
the best of our knowledge there have been no papers pub-
lished that describe a system that combines a HMD, HWC
and an eye tracker together.

This previous research shows that it is possible to detect
user emotion, that sharing emotion improves collaboration,
and that wearable technology can be used to share remote
views. In our work we combine these three threads together
to develop a wearable system that will share what a per-
son is looking at and how they are feeling. The main novelty
of our system is that it is the first to combine the following
technologies together: (1) wearable facial expression cap-
ture hardware, (2) eye tracking, (3) head worn camera, and
(4) see-through head mounted display, with a focus on im-
proving remote collaboration.

Figure 1: Pupil Hardware

Prototype System
Figure 2: Sensor Placement

Figure 3: AW Module Mounted on
BT-200

Our system consists of two components, (1) wearable hard-
ware that captures and sends the wearer’s viewpoint, gaze
and facial expression and displays a visual feedback from
a remote helper, and (2) a remote interface where the in-
formation sent is viewed and visual feedback is provided to
local user by a remote helper.

Hardware:Wearable System
The wearable system combines three hardware systems;
(1) Pupil eyetracker [8] (2) the AffectiveWear (AW) facial
expression tracker [9], and (3) the Epson Moverio BT-200
head mounted display [4]. Together these systems allow
the user’s view, gaze point and facial expression to be sent

to a remote helper, and virtual cues from the remote helper
to be sent back.

(1) Pupil (Gaze Information, HWC)
Pupil is an open source platform for pervasive eye track-
ing and mobile gaze-based interaction. It uses two cam-
eras: an eye camera to track the user’s right eye gaze and a
scene camera (HWC) to capture the user’s view. The cam-
era views are sent via USB to a desktop computer that runs
the eyetracking software. The Pupil hardware can track the
eye gaze with 0.6°accuracy, at 120hz capture rate, and has
a full HD scene camera with 5.7ms latency (figure 1).

(2) AW module (Facial expression information)
The AffectiveWear (AW) module is based on our previous
work [9]. It uses a photo reflective sensor array to recog-
nize the facial expressions of the wearer. It consists of an
Arduino Fio, eight photo reflective sensors (SG-105), a tran-
sistor (IRLU3410PBF), Xbee, and li-po battery. The module
is taped to a left lens of Epson BT-200 HMD with four sen-
sors on top of the display and the other four sensors are
placed below the display (see figure 2, 3). We use photo re-
flective sensors because the size is small enough to fit on a
wearable device, it is unobtrusive, and the processing is fast
enough for real-time prediction.

The AW Arduino module classifies four facial expressions
(Neutral /Positive /Negative /Surprise) based on the signals
coming from the photo reflective sensors. The AW mod-
ule uses skin deformation in the area around the left eye
caused by facial expression change. The sensors mea-
sure the distance between the module and the skin surface
on the face. The data obtained from the sensors is used
by a machine learning algorithm to classify the four facial
expressions. Each user needs to calibrate and register a
posed facial expression for each emotional label. The AW
module sends the local user’s facial expression to a remote
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interface (see figure 4). Data from the AW module is sent
wirelessly via Xbee, at around 170 frames per second.

(3) Epson Moverio BT-200 (HMD)
The BT-200 is a commercial smart glass that has a stereo
optical see-through display.In this case we are using the
BT-200 to display a visual pointer from the remote helper.

The local user wears both the Pupil eye tracking hardware
and the BT-200 (with AW sensors) at the same time, sim-
ulating a single integrated see-through display with eye-
tracking ability.Figure 5 shows the hardware being worn.

Figure 4: UI(Facial Expression)

Figure 5: Hardware being worn

Figure 6: The Green Circle
Indicator in the Pupil Software

Software:Remote Interface

Figure 7: System Diagram

The hardware components are connected to two computers
as shown in figure 7. The left computer (Laptop 1) shows
the Pupil interface. This provides the local user’s live scene
camera view with his/her gaze information shown as a red
circle superimposed on top of it. We modified the default
Pupil interface to show visual pointer (green circle) follow-
ing the user’s mouse input (see figure 6). With this circle
pointer, the remote helper can provide visual pointing feed-
back to the local user’s see-through display BT-200 via the
Splashtop software [13] at 30fps. The right laptop 2 shows
a visualization of the local user’s facial expression recog-

nized by the AW module. This allows the remote helper to
have an idea of the local user’s emotional state. Since the
Splashtop software can only send an entire screenit was
necessary to use two laptops as we did not want local user
to see their facial expression view.

User Study
We conducted an initial pilot study inspired by some of the
earlier work in HMD and HWC remote collaboration sys-
tems [2], [5]. The goal was to explore how the Empathy
Glasses contributed to remote collaboration. We tested four
different interface conditions:

• V: A video only condition, in which the remote user
can only see video from the local user.

• P: Video plus pointer condition, which is the same
as the V condition with the addition of gaze cues and
pointing on the HWC video.

• E: Video plus expression condition, which is the same
as the V condition with the addition of the facial ex-
pression monitor.

• A: All condition which adds both pointing, gaze track-
ing and facial expression to the V condition.

The users were asked to work together to construct 2D pic-
tures of various objects out of wooden blocks. This is simi-
lar to earlier physical construction tasks used in remote col-
laboration studies [5]. The target objects included a sports
car, castle, cruise liner and animal.

A within-subjects design was used where pairs of users
would use each of the four different interface conditions
with a different object. The order of the conditions and the
objects were counterbalanced to reduce any order effects.
Subject pairs were given five minutes to construct a pic-
ture for each condition and were told that they should try
and use as many of the blocks as possible. The subjects
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sat side by side at different tables in the same room with a
divider between them (see figure 8). They meant that they
could talk to each other normally while sharing a remote
view of the workspace.

Before the experiment began the subject wearing the head
mounted hardware had to have calibration completed for
their eye gaze and facial expression settings. After each
condition they were asked a number of Likert scale ques-
tions shown in figure 9. These were asked on a scale of 1
to 7, where 1 = strongly disagree and 7 = strongly agree.
After all the conditions were over they were also asked to
rank each interface according to how well they communi-
cated with their partner, and worked together, etc. These
questions were taken from earlier research on remote col-
laboration with HMD [7],[12]. Observations of subject be-
havior was made and the subjects were interviewed after
the experience.

Figure 8: Experimental Set Up

(1) My partner and I worked
well together on the task.
(2) It was easy to be aware of
what my partner was doing.
(3) I felt connected with my
partner.
(4) My partner and I communi-
cated together well.
(5) I understood how my
partner was feeling.
(6) My partner understood how
I was feeling.
(7) I was satisfied with the
output of the task.

Figure 9: The questions

Results
A total of 5 pairs of subjects (6 men, 4 women) completed
the pilot test with an age range of 20 - 45 years old. The
subject pairs knew each other as friends or work colleagues
and so collaborated together easily and there are no critical
difference between all pairs.

Overall, subjects had no trouble completing the object con-
struction task in the time allocated. Figure 9 shows the
questions asked after they completed the task. There was
no significant difference in the average Likert scale scores
for each of the conditions for the questions. However there
was a significant difference in the results of the forced rank-
ing questions (see figure 10). After all the conditions were
complete, subjects were asked to rank the four conditions
in order from best (1) to worst (4) in response to the follow-
ing questions; (Q1) Which condition did you work best with

your partner in, (Q2) Which condition did you feel that you
communicated best with your partner in, and (Q3) Which
condition did you feel that you understood best how your
partner was feeling. Figure 10 shows the average rankings
for each condition (1 = best, 4 = worst).

A Friedman test was used and even with only five pairs of
subjects significant differences were found. There was a
significant difference between rankings by the local users
(HMD) for Q2 (χ2(3) = 8.3, p < 0.05)) and near significance
for the remote helpers(Comp) ( χ2(3) = 7.3, p = 0.06)). Sim-
ilarly there was a significant difference between rankings
by the local users for Q3 (χ2(3) = 8.3, p < 0.05)) and for the
remote helpers (χ2(3) = 9.2, p < 0.05)). Finally there was
a near significant difference in results for Q1 for the local
users (χ2(3) = 6.4, p = 0.09)) and the remote helpers(χ2(3)
= 5.9, p = 0.12)).

Implications of the Work
Although we have only completed an initial pilot test the re-
sults are promising. There are several implications drawn
from the work: (1) In wearable collaborative systems it is
important to provide a means for bi-directional visual com-
munication. (2) Gaze cues can be used to establish shared
understanding and confirm that users are referencing the
same objects. (3) facial expression tracking can be used as
an implicit cue to show comprehension.

Most interestingly, although the expression (E) and pointing
(P) conditions were not rated particularly highly for commu-
nication (Q2), the combination of these two conditions (A)
was extremely highly ranked, with almost every user rating
this as the best. This may be because of the different com-
munication channels offered by each modality. One remote
helper stated "I ranked the (A) condition best, because I
could easily point to communicate, and when I needed it I
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could check the facial expression to make sure I was being
understood.". Also, it is interesting to note that (A) condi-
tion was highly ranked in how well user felt they understood
their partner (Q3) by local users even though they prefer (V)
to (E) or (P). This may suggest the synergy of using emo-
tional feedback and a visual pointer at the same time.

Figure 10: Average rankings for
each of the ranking questions.

Observations were also made of user behavior. In the Video
only condition (V) users talked more and tended to describe
the colour and shapes of the blocks to be moved. In condi-
tions that supported pointing (P, A) the remote helper used
more deictic language, for example pointing at a block and
saying "Move this one". In conditions (E, A), the remote
helper typically looked at the feedback less than 10% to
20% of the time. It was difficult for them to pay attention to it
while watching the user actions on the HMC video footage.

After the experiment subjects were interviewed to under-
stand their experience further. Their favorite conditions
were remote pointing (P, A). Some remote helpers felt that
the gaze cue was not so informative because they could
know what blocks the local user was going to manipulate
by looking at their hands. On the other hand, one remote
user said that the gaze cue was useful because it showed
the context of what the local user was talking about. For the
remote helper, the pointer made them feel more connected
to their partner. One remote helper said that "When I was
pointing it felt like there was something for me to do", while
one local user said that seeing the remote pointer made
them feel like "There was a second pair of eyes helping me
with the task".

However there are some limitations with this study. The
facial expression viewer and HWC video interface were
shown on separate screens forcing the remote helper to
split their attention. The facial expression recognizer was
trained on static facial expressions and so does not work

so well when a user is having a conversation and their face
moves through a range of different positions. In the future
we could capture a wider range of physiological cues as-
sociated with emotion (e.g. heart rate, audio pitch tracking,
etc). Finally, the task chosen was a construction task, which
may not cause as much emotional display as other tasks
such as negotiation or story telling. In the future we will ex-
plore a wider range of collaboration tasks.

Conclusion
In this paper we have described the concept of Empathy
Glasses that can enable a user to see, hear and feel from
another person’s perspective. We have combined sev-
eral pieces of hardware and software together to create a
rough prototype and tested it in an initial user study. The
main novelty is combining together technology that allows
a user to share their point of view, gaze information and
facial expressions with a remote collaborator. The results
are promising with subjects rating the combined interface
(A) as the condition in which they felt that they communi-
cated best with their partner in (Q2:Which condition did you
feel that you communicated best with your partner in), and
where they could best understand how their partner was
feeling (Q3: Which condition did you feel that you under-
stood best how your partner was feeling). This shows that
it could be extremely valuable to further explore how gaze
and emotional cues could be used to enhance head worn
collaborative systems.
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