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Figure 1: We investigate three 
different levels of information for 
adjusting privacy settings of IoT 
devices. 
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Abstract 
IoT devices deliver their functionality by accessing data. 
Users decide which data they are willing to share via pri-
vacy settings interfaces that are typically on the device, or 
in the app controlling it. Thus, users have to interact with 
each device or app which is time-consuming and settings 
might be overlooked. In this paper, we provide a stepping 
stone into a multi-device interface for adjusting privacy set-
tings. We present three levels of information detail: 1) sen-
sor name 2), sensor name and information about captured 
data and 3) detailed information on each collected data type 
including consequences. Through a pre-study with 15 par-
ticipants, we found that users prefer the access to detailed 
information because this offers the best decision support. 
They also wish for a clear status communication, a possibil-
ity for rule-based settings, and delegation options. 

Author Keywords 
Smart Home; Internet of Things; Privacy Decision Support 

Introduction and Background 
User settings are a collection of individual decisions that a 
user makes to determine how electronic devices should act. 
Privacy settings, in particular, reflect the user’s decisions 
on how a device should collect, handle or share their data. 
They are widely used in, for instance, social networks [4, 
10], online browsers [9], and IoT devices [2, 1]. 
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The last mentioned IoT devices can deliver many bene-
fits. Smart home devices, in particular, can improve home 
security, or the control over energy consumption (cf. [8]). 
But these benefits can only be delivered if the devices have 
access to data. The users of smart home devices accept 
sacrificing privacy for convenience [15, 5]. On the other 
hand, smart home devices should offer their users means 
to adjust the data collection to match their personal privacy 
needs [5, 12, 16]. Thus, users have to decide which data 
they are willing to share with each smart home device via 
privacy settings interfaces. 

These interfaces are typically located either on the spe-
cific device, or in the app for controlling it. Therefore, users 
have to interact with each device or app which is 1) time-
consuming, 2) settings might be overlooked, and 3) laymen 
might struggle in comprehending the settings. 

To tackle these issues, we provide a stepping stone into 
a multi-device interface for adjusting privacy settings. In a 
pre-study with 15 participants, we investigated three distinct 
levels of information detail: 1) name of the sensor 2), and 
name of the sensor and information what this sensor does 
3) detailed information on each collected data type includ-
ing consequences. After interacting with each interface, we 
provided a questionnaire to collect preliminary feedback 
aiming to inform further studies. Our study shows that users 
prefer the ability to access detailed information on each 
sensor because this supports them best in making their 
decision. They furthermore wish for a clear status commu-
nication of the sensor, dynamic settings that are based on 
rules, and delegation options. Our pre-study aims to inform 
future studies of multi-device interfaces. 

Settings Information Levels 
The level of details of the presented information plays an 
important role in making a decision. For designing the 
multi-device interface for adjusting privacy settings, we 
commenced by investigating different levels of information 
to support the users in making privacy-related decisions. 
Hereby, we consider the following three levels of information 
detail: 1) minimal information, 2) medium information, and 
3) detailed information. Details about each level are given 
below. 

1) Minimal Information 
In the minimal information level, we only provided the names 
of the sensors which are implemented in the device, e.g. 
"fridge content camera". Next to the sensor name, we placed 
a switch for controlling the sensor by switching it on or off 
Figure 2 shows a mockup of the minimal information level. 

Figure 2: Mockup of the minimal information level 
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Figure 3: Mockup of the medium information level 

2) Medium Information 
The medium information level extends the minimal level 
with a description of each sensor. This description provides 
information why this sensor is needed. For instance, "the 
fridge content camera is needed to show the fridge’s con-
tent to you in the mobile app" (see Figure 3). 

3) Detailed Information 
The detailed information level provides a pop-up for each 
sensor. This pop-up contains detailed information why the 
sensors is needed, the consequences of its deactivation, as 
well as the parties who have access to the data collected 
by the sensor. For instance, "The fridge content camera 
is needed to show the fridge’s content to you. The app 
that you use to access the camera picture has access to 
it. If you switch the camera off you can no longer see your 
fridge’s content in the app" (see Figure 4). 

We implemented a prototype interface for each of the three 
information levels as an Android app on tablet-PC. Each 
prototype provided settings for 24 IoT devices that are al-
ready available on the market. The devices were grouped 

Figure 4: Mockup of the detailed information level 

into categories by the device type, such as smart health or 
smart household devices. 

Method 
To investigate user perceptions of the three settings inter-
faces and the detail of the provided information, we con-
ducted a pre-study with 15 participants. 

To be able to compare the different information levels with 
the same participants, we opted for a within-subjects de-
sign. The order of the conditions was given by a Latin square 
in order to avoid sequence effects. The procedure of our 
pre-study was as follows: 

The participants were invited in our lab. We provided them 
with a consent form that included the study’s data protec-
tion policy which is also compliant to the GDPR and na-
tional laws. After signing the consent form, the participant 
filled in a questionnaire which asked for demographics and 
previous experiences with the usage of smart home and IoT 
devices. 
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Figure 5: Bar chart of the 
execution time. 

Figure 6: Bar chart of the 
preference shares regarding the 
best subjective decision support. 

The participants were instructed to interact with the settings 
interfaces on a tablet. In particular, we asked them to adjust 
the settings of three devices for each condition according 
to their personal needs. The three devices were randomly 
assigned. After adjusting the settings, the participants could 
freely explore the app and interact with it. 

When the participant reported completion of adjusting the 
settings and exploring, the examiner proceeded to the next 
condition. The interaction of the participant with the inter-
face was recorded by a screen-capturing software. 

After interacting with all three conditions, the participants 
received a questionnaire. In this questionnaire, we asked 
the participants for their favorite level of information. We 
also asked which interface supported them best to adjust 
the settings matching their privacy needs and were they 
would like to receive privacy-related information. The partic-
ipants could also provide further general app-independent 
feedback and feedback for the three tested apps. Finally, 
the examiner thanked the participants and gave them the 
possibility to ask questions. We did not compensate the 
participants for participation. 

Participants 
Fifteen participants took part in our study. We recruited 
them via mailing-lists and forums. Three of them identified 
as female, eleven as male and one participant preferred not 
to answer. Their average age was 27.4 years (SD = 13.3, 
Min = 18, Max = 57). All participants either owned a 
tablet-PC or a smartphone, twelve were Android users and 
three used iOS. Furthermore, nine participants were active 
users of smart home or IoT devices. 

Results 
In this section, we report the results of our study. 

Execution Time 
We obtained the execution time from analyzing the screen-
recordings of the interaction. As execution time, we con-
sider adjusting the three assigned settings without the free 
exploration. Figure 5 depicts the execution time in the differ-
ent information levels. 

In the minimal information level, the participants needed 
on average 83.5 seconds (SD = 45.1, Min = 25s, 
Max = 173s), in the medium level, the needed 135 sec-
onds (SD = 82.0, Min = 44s, Max = 339s), and in 
the detailed level they needed 181.7 seconds (SD = 51.4, 
Min = 72s, Max = 242s). We analyzed the execution 
with a Friedman test which reveals significant differences 
between the three conditions with χ2(2) = 5.18, p = 0.012. 

To further investigate these differences, we ran Wilcoxon 
tests with a Bonferroni correction to account for multiple 
testing. The tests reveal significant differences between the 
minimal and the medium information level (p = .04), as well 
as between the minimal and the detailed information level 
(p = .021). Differences between the medium and detailed 
information levels could not be found (p = 1.00). 

User Preferences 
In the final questionnaire, we asked the participants which 
of the presented settings interfaces supported them best in 
making a decision that matches their privacy needs. Figure 
6 depicts the shares of the different levels. 

None of the participants stated that the minimal information 
would be sufficient for them. When asked to explain their 
answer, they named the missing explanations as a reason. 
E.g. P10 stated the following: "This app did not offer any 
explanation."1 

1All comments were translated from German. 
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One third of participants (N = 5) said that the medium User Wishes and Suggestions 
level of information was best for them to mark their deci- Finally, we asked the users how the interfaces could be fur-
sion. Sample comments from the participants are: ther improved to better match their individual privacy needs. 

Here, we received three groups of answers: 1) the wish for 
• "App 1 offered too little information, App 3 offered too security-related information (e.g., information on encryp-

much information.", P1 tion), 2) the wish for rule-based settings (e.g., setting a time 
• "The amount of information was clearest in this app, frame for data capturing) and 3) the wish for delegation op-

so I can well imagine reading and understanding all tions (e.g., delegating settings to an assisting software). 
of it.", P7 

In the first group of answers, the participants stated, that 
Two thirds of the participants (N = 10) felt that the detailed the detailed information level should also contain informa-
information level supported them best. Their comments are: tion related to security. For instance, P12 said: "Upon re-

quest, further technical background information, such as 
the method of transmission of the data, whether and which • "The pop-ups with detailed information about the set-
encryption methods are used and similar." ting you want to change is very helpful. It gives pre-

cise information about the effects [...] Minimal prior The wish for rule-based settings considers that the pre-
knowledge is required. Experts do not need to read sented interface only provided a static setting. The users 
the text, for all others the text is helpful." , P3 either switch the sensor on or off. Settings could enable 

• "This app provided the most contextual information, users to set rules when the sensors are on (time-based), 
making a well-considered choice easy.", P5 or restrict the number of times that the sensor can capture 

data. For instance, the fridge’s content camera could be 
Besides the interface-specific questions, we also asked switched off over night. 
general ones about the information that the participants 

Finally, the wish for delegation refers to the possibility to let expected or wished to receive within a settings interface. 
a trusted entity, such as a software or another person, such 

Thirteen of the fifteen participants wanted to receive infor- as an expert, adjust the settings for the user. 
mation about the specific sensors and their purpose. When 
asked where they would expect such information, one par- Discussion and Future Directions 
ticipant stated that they wanted to receive it from the ven- We investigated a first prototype for a multi settings inter-
dor’s website, three participants would have liked to have face for adjusting the privacy settings of IoT devices. Such 
it in the device’s manual, and thirteen would have liked to an interface could be part of a general control screen for 
get this information directly in the settings. Multiple answers such devices that is placed in the user’s home. 
were possible in this question. One participant did express 

Information Level and Placement the need for the access to any information. When asked to 
The majority of participants reported that the detailed infor-explain their answer that said "as an expert, I already know 
mation level supported them best in adjusting the settings this information." 
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matching their privacy needs. This was despite the addi-
tional time they needed to make the settings. The partic-
ipants valued the additional information and stated that it 
should be available even if it is not read by every user. 

The vast majority of participants would expect to receive 
detailed information about the sensors, the data they cap-
ture and the recipients of the data in the settings. There-
fore, privacy settings should offer such data. Future studies 
should also consider the changing needs for privacy-related 
information over time [6] and evaluate adaptable solutions. 

Rule-Based Settings 
Our participants expressed that static settings that offer 
switching on and off do not reflect all of their needs. Fu-
ture studies should consider possibilities to set rules for 
settings. Instead, a setting is either on or off, it could be 
configured based on an underlying rule. Each a rule can 
be time-based meaning that users can set a time frame in 
which the sensor is allowed to capture data. Another rule 
could be limiting the number of times a sensor has access 
to data. For instance, the camera in a smart fridge could be 
accessed once per day. In doing so, it is less likely to cap-
ture people opening the fridge. Another example is limiting 
the Internet access of a device to several times per day if 
the information that is requests is not updated frequently. 

Delegation 
Participants can be overwhelmed with the number of de-
cisions that they have to make. Furthermore, the decision 
might be too complex for them to handle. Participants in our 
study expressed the wish to delegate their privacy decision 
to a trusted person or even to a software assistant. Privacy 
assistants have already been investigated in smart homes 
[3] and related areas, such as smartphones [7]. 

Scalability and Other User Types 
Since the amount of devices is likely to rise in the future, so 
will the amount of decisions to make. Thus, we consider the 
investigation of privacy assistants in the scope of IoT and 
smart homes to be an integral part of future work. A privacy 
assistant could be an AI that learns the decisions that the 
users make or another software that make decisions based 
on the users’ privacy profiles [3]. Furthermore, up to now, 
we investigated the settings of primary users, smart home 
environments, however, can host other user types, such as 
visitors [14, 13, 11], who also might wish to exert control 
over the data collection. 

Conclusion 
In this paper, we report a preliminary investigation of user 
perceptions on different information levels with regards to 
a privacy settings interface. The results of the study show 
that users prefer the ability to access detailed information 
within the settings. Besides, our results indicate that static 
settings, meaning that the sensor is either on or off, is not 
enough to accurately reflect the users’ needs. Thus, future 
studies should also consider rule-based settings that break 
the static nature of settings. Since this was a preliminary 
study, future studies should also investigate a more repre-
sentative sample size. 
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